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Abstract

Unexploded ammunitions and landmines pose serious humanitarian problems
to the afflicted regions. It is estimated that 45-55 millions of anti-personnel and
anti-tank landmines infest at least 1.3 millions square kilometers in more than
100 countries. Around 10,000 people, mostly civilians, are killed or maimed
annually, and the average rehabilitation cost of a survivor is US$ 5,000. Land-
mines are still produced and used nowadays. The average cost of a landmine
is US$ 10, and its lifespan can be a few decades.

The demining process is slow and thus costful: the clearance cost of a mine
is estimated to be US$ 1,000. For an electromagnetic sensor, such as the metal
detector, the main reason for its slowness is the false alarm rate: about 100-
1,000 false alarms for one real mine.

A recent approach in electromagnetic detection is the addition of a ground-
penetrating radar (GPR) to the metal detector, the former being used for
discriminating between mines and innocuous objects, thereby speeding up the
detection process by reducing the number of false alarms. However, the perfor-
mances of the GPR in a given physical environment must be assessed quantita-
tively before it is used to discriminate between alarms. The goal of this thesis
is to pave the way for a model-wise performance assessment.

Therefore, this thesis is devoted to the modeling of GPR with a particular
focus on reconciling quantitatively measurements and theory. For this reason,
measurements are performed in laboratory conditions (flat soil and no clutter),
but could in principle be made in more realistic environments. The proposed
model is modular, in the sense that the antenna and the scene under interest
can be considered separately. The antenna radiation and reception are mod-
eled by mixing aperture equivalent currents and operational parameters; the
soil and target electromagnetic scattering are modeled by the use of integral
equations in stratified media, solved by the method of moments. The modeled
experiments agree very well with the real experiments. Finally, the method of
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moments is used for a parametric study of the soil and target scattering due to
changing physical and geometrical conditions. This study, although done for a
simple scatterer, yields physically insightful results into the complex scattering
phenomena at hand.
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Chapter 1

Introduction

1.1 Overview of the landmine problem

Anti-personnel landmines and unexploded ordnance left behind from wars and
conflicts constitute a deadly threat to civilians of the affected countries. It
is estimated that around 45-55 millions of anti-personnel (AP) and anti-tank
(AT) landmines infest at least 1.3 millions sq. km. in more than 100 countries
[1]. Approximately 20 of these (e.g. Angola, Afghanistan, Cambodia, Croatia,
Egypt, Iraq, etc.) are heavily affected. These landmines:

e kill or maim a reported 10,000 people annually, with an average rehabil-
itation cost of US$ 5,000 per person;

e create millions of refugees or internally displaced persons;

e prevent hundreds of thousands of sq. km. of agricultural land from being
used;

e deny thousands of km. of roads for travel;

e create food scarcities, causing malnutrition and starvation;

e deny access to potable water, leading to water-borne diseases;
e interrupt health care, increasing sickness and disease;

o inflict long-term psychological trauma on landmine survivors;

e hinder economic development; and
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e undermine political stability.

More than a dozen countries (e.g. China, Cuba, Egypt, Singapore, Vietnam,
etc.) still produce landmines, and almost 20 countries or rebel groups use
landmines. The problem gets a nasty taint when one knows that AP mines are
designed to maim rather than kill, and that their lifespan can be a few decades.

The situation pertaining to every concerned country can be found in an
extensive report issued each year by the International Campaign to Ban Land-
mines! (ICBL). Information about the landmine problem and demining tech-
nologies is also provided by the U.S. Department of Defense Humanitarian
Demining Research and Development Program?.

The solution to this problem is to be tackled by a multi-level approach.
According to ICBL, action is needed to:

e remove mines from the ground;

e ensure that minefields are fenced off and marked and that communities

receive education about mine risks;
e destroy mines in stockpiles;

e meet the needs of mine victims—from emergency medical care and re-
habilitation to programs for socio-economic reintegration and recognized
rights for people with disabilities;

e ensure that all countries joins the Mine Ban Treaty (i.e. the Ottawa
Convention) and undertake to never again produce, use or sell antiper-
sonnel mines (a list of the members is available at http://www.icbl.
org/treaty/members);

e make sure that once a State joins, it fully implements the Mine Ban Treaty
e.g. by submitting transparency reports, meeting deadlines for stockpile

destruction and mine clearance, and assisting the victims of landmines;

e ensure that countries outside of the Mine Ban Treaty abide by the spirit
of the agreement and refrain from use, production and stockpiling of the

weapon;

e persuade non state actors to ban landmines and abide by the spirit of the
treaty; and

lhttp://wuw.icbl.org/
2http ://www.humanitarian-demining.org/demining/default.asp
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e condemn any use or production by a state or non-state actor.

Let us detail the first item of the above list. Several approaches can be used
for removing mines from the ground, which can be classified in two main cate-
gories: mechanical mine clearance techniques® and mine detection techniques®.

The first category characterizes itself by the fact that the mines are not
detected prior to removal or destruction; instead, the accent is set on the me-
chanical removal or in situ destruction of the mines by “heavyweight” machines
that use for example fast rotating flails hitting the ground at high speeds, or
that remove a layer of the soil and separate the big objects found therein from
the soil itself. The main advantages of this method are speed and security of
the operators. The main drawbacks are the impossibility to use this set of
methods within “harsh” areas (derelict buildings, forests, rocky hills, irrigation
canals,etc.), the cost of the machines, and the fact that about 20 % of the
landmines remain after such a process.

The mine detection approach is characterized by all techniques that at-
tempt to pinpoint the location of each mine within a minefield, and mark these
locations by some visible artifact. Once all the mines within an area have been
localized, the process of their removal and/or neutralization can take place. It
is to be noted that the mine detection process is obligatory in humanitarian
demining and has to take place even if a mechanical clearance process has been
done, in order to reach sufficient clearance levels.?

1.2 Mine detection methods and technologies

This section is not an exhaustive review of all the methods that are being
developed in view of landmine detection, but rather an overview of the current
detectors used and the ones that will soon be fielded. For a complete review of
all the methods, the reader should consult [2].

1.2.1 Currently used

Traditional manual detection involves teams of deminers that use prodders and
metal detectors (MDs). The process is extensively described in [3], and consists
in well-defined sequences or procedures that are function of the mine clearance

Shttp://www.humanitarian-demining.org/demining/clrtech.asp

4http://www.humanitarian-demining.org/demining/detection.asp

5For example, the U.N. state that, for humanitarian demining purposes, a clearance level
of 99.96 % of all mines in a given area should be reached.
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scenario, the climate, the vegetation, the variety of mines, the soil, etc. For
example, a procedure used by the bomb disposal unit of the Belgian Army in
Cambodia can be summed up as follows [3]: tripwire removal with help of a
long stick, vegetation clearing, MD scanning of an area 1 x 0.5m?2. If there
is no alarm, the same process is repeated for the next area. If the MD raises
an alarm, the deminer uses a dagger to find the mine and carefully removes
the soil above the suspicious target. If the target is found to be a mine, its
position is marked, in order to be neutralized or removed. A platoon of 30 well-
trained deminers is able to clear approximately 500-2500 m? per day, which
corresponds to an area of 20-80 m? per man per day.

Needless to say, this manual procedure, albeit the most efficient in terms of
clearance quality, is very time consuming and expensive. It is estimated that
clearance of a mine costs about US$ 1,000. This cost is to be compared to that
of a landmine, which is about US$ 10. The main reason of this high cost is
the high false alarm rate of the MD, as minefields are often contaminated by a
lot of metal fragments that can raise an alarm of the MD. It is estimated that
there are about 100-1,000 false alarms for one real mine. These false alarms
can also lower the attention level of the deminers, which further slows down the
demining process and can augment the risk of accidents. Finally, landmines
contain less and less metallic parts, and the explosive contained inside is purely
dielectric, which renders their detection with standard levels of sensitivity for
the MD difficult; increasing this sensitivity level renders the detection of such
low metal content mines possible, but at the cost of a higher false alarm rate.

Mine detection is also accomplished with help of trained dogs, which find
mines using their keen sense of smell, and accomplish a defined move to indicate
a finding. Dogs are classified under the term “biosensors”. The main advantage
is that dogs detect explosives present within the ground, and are therefore not
subject to the same false alarm problems as the MD. The main drawbacks of
this method are:

e cost and time needed to educate the dogs;

e weight of the dog, that in some cases can be sufficient to detonate the

mine;
e adaptability under extreme climate conditions;

e the fact that dogs detection capabilities are influenced by the deminer’s
mood; and
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o the fact that dogs are efficient for about half an our.

Figure 1.1: Typical AP landmines found in practice. From left to right: VS
50, PMN, M35BG.

1.2.2 Under development

All methods that are already in use in the field are subject to constant research.
For example, modeling of the MD is currently being studied at the RMA,
and the technology involved undergoes constant enhancements.® This research
effort has provided dramatic improvements to classical tools such as the MD,
in the field of soil compensation or target imaging [4]. Manual prodders can
also be augmented by the addition of an ultrasonic sensor at the prodding
extremity. This so-called “smart prodder” allows to have a better guess of
encountered objects and to exercise less physical pressure on them (in this way
reducing the risk of accidents) [2].” However, we present in this section the

Snttp://www.vallon.de
"For prodders, see also http://www.rand.org/publications/MR/MR1608/MR1608.appw.

pdf
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tools that are currently in testing phase, and that are going to be fielded in
maximum two years.

1.2.2.1 Rats: the APOPO project

In the area of biosensors, research is focusing on the use of rats in mine detec-
tion. The idea of using rats for the detection of landmines came up through
a search for a cheap and efficient mine detector tool, which would be able to
detect both metal and plastic landmines.® Despite the huge research efforts in
mine detection during the last decades, the only technological alternative to
manual prodding and MD detection that made its way to the field was the use
of mine detection dogs. Rats however, show some major potential to be good
mine detectors. Indeed, rats

e have a highly developed sense of smell;

e are easy to tame and train;

are small, light, cheap and easy to maintain and transport;

e are widespread and easily adapt to all environments;

once taught, the animals love performing repetitive tasks; and
e rats are more easily transferred between trainers compared to dogs.

APOPO has actually started operational work in Mozambique.

1.2.2.2 Ground-penetrating radar

1.2.2.2.1 Generalities Ground-penetrating radar (GPR) is the name for
the family of radar systems whose purpose is to retrieve information from the
subsurface. Nowadays, the GPR is widely used in:

e roads and runways inspection;
e pipes and cables localization;
e geophysical prospection;

e snow and ice surveys;

e verification of integrity of building structures;

8http ://www.apopo .org/



1.2 Mine detection methods and technologies 7

e archaeological investigations;etc.

The above list is not exhaustive, and the reader will find many examples of
practical use in [5, 6, 7, 8].

1.2.2.2.2 Operating principle and signal contributions The operat-
ing principle of a GPR is similar to a classical radar system. A transmitter is
linked with a waveguiding structure (usually a coaxial waveguide) to a trans-
mitting antenna T'x, which is directed towards the ground as shown at Fig. 1.2.
The transmitter radiates through Tx electromagnetic (EM) waves that follow
various paths before being picked up by a receiving antenna Rx. If Rx = Tx,
that is, if the transmitting and receiving antennas are confounded, the radar is
monostatic. Otherwise, the radar system is bistatic (two antennas) or multi-
static (more than two antennas). As sketched in Fig. 1.2, the EM waves travel
following different paths:

Path 1: from Tx to Rx There is a coupling between Tx and Ry that can
exist even in the absence of the scatterers. As this signal is not useful,
it is considered as clutter, and it can vary with antenna type and con-
figuration [9]. The strength of this coupling has no practical importance
as long as it does not vary with time, since in this case a simple free
space measurement is sufficient to characterize this coupling, which can
then be subtracted from the total signal. If the radar system works in
monostatic mode, that is, if Tx = Rx, this signal is simply constituted
by the reflections of the fields at the waveguide-antenna junction and at
the aperture of the antenna.

Path 2: ground reflection The soil is a strong scatterer. Its resulting sig-
nal is usually called “ground clutter” or “surface reflection”. Its scattering
strength depends upon its EM parameters dielectric permittivity ¢, mag-
netic permeability p, and conductivity o, but is also highly dependent
upon the geometry of the system. The soil EM parameters values—
which are in general frequency-dependent—are governed by geophysical
parameters such as soil water content, type, texture and structure [10].
Those parameters are also strongly space- and time-dependent. Through
o, the soil is also the main attenuator of the radiated EM waves, and the
related loss can reach tremendous values. From this, the reader under-
stands that the soil properties will be one of the most important factors
on the behavior of the GPR.
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In this work, the soil roughness has not been taken into consideration:
the first goal of the thesis is to provide an accurate prediction of GPR
measurements by means of a new model, and for this a flat soil was needed
in order to reduce the complexity of the model and of the measurements.
Nevertheless, one must be conscious of the fact that soil roughness will
greatly influence its radar response, due for example to multiple path
scattering or diffusion by small surface irregularities [11].

Path 3: clutter Clutter is due to the reflections of the air-soil interface (see
Path 2) as well as of all the undesired targets that populate the subsur-
face (a metal can, abandoned ammunition shells, rocks,etc.). The buried
undesired objects have a radar cross section that can be smaller or greater
than that of the interesting target, and can be located at the same range
as the target. In that case it will be impossible to discriminate between
both. However, the antenna radiation pattern, schematically represented
by dotted lines at Fig. 1.2, can save the day: if this pattern is “suffi-
ciently” directive, the radiated energy will be focused on the target, and
the clutter on the sides will have a negligible participation to the total
signal.

Path 4: target The scattering strength of the target depends upon a handful
of parameters, among which one of the most significant is the contrast
between its own and the soil dielectric permittivity ¢ (chapter 4). Indeed,
the EM waves are reflected whenever a change of propagation properties
occur in the medium. The smaller the change, the smaller the amplitude
of the corresponding reflection. Other parameters of importance are the
target electrical size, i.e. its size as compared to the wavelength, its orien-
tation and shape. All these parameters can be summed up in a function,
the radar cross section (RCS) of the target.

Since the wavelength in the soil is much shorter than in the air, buried
objects appear electrically larger than in free space. In this regard the
soil can be thought of as a “lens” that, for a given frequency, magnifies
the details of buried structures and objects, like water visually magnifies
immersed objects. The level of details that can be attained increases with
the bandwidth of the signal, but attenuation in the soil, which increases
with frequency, limits in practice the upper limit of the frequency band.
Additionally, the transmitted EM fields must first cross the air-ground
interface before reaching the target. As a significant fraction of the EM
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waves are directly scattered by the soil surface, this results in a dramatic
decrease of the amplitudes of the EM fields traveling towards the target.
Moreover, this “interface effect” must be squared, since the part of the
EM fields reflected by the target must once again cross the interface
before being picked up by Rx. Practically, it means that in most cases
the amplitude of the signal due to the target will participate for at most
10 % of the total signal (see chapter 4). However, if the target is located
far enough from the soil interface, it is possible to discriminate it in the
time domain.

All these contributions are added at the receiving antenna Ry. Finally, the
total EM fields picked up by Rx travel again through a waveguide and reach
a receiver that will transform it into what is called “signal”. Only subsequent
treatment done on the received signal will allow to separate the different con-
tributions to it. All signals but the target are called “clutter”.

waveguides

Transmitter / \

Receiver

target war leftover

Figure 1.2: Generic working environment of GPR. Dashed lines represents
various sources of clutter (defined as “all signals but the target”), such as direct
coupling (1), air-soil interface (2), and ground leftovers (3). The soil can reflect
following multiple paths. The continuous line (4) is the target contribution
to the picked up EM fields at Rx, and is the desired signal. If the radar is
monostatic (I'x = Rx ), the antennas are confounded on the drawing, and the
direct coupling simply becomes the internal reflections of the antenna.
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1.2.2.2.3 GPR design There are different kinds of hardware implementa-
tions of GPRs, that can be separated into two main categories: time domain
and frequency domain.? As schematically presented at Fig. 1.3, each domain
can be further subdivided depending on the modulation of the signal. A com-
plete presentation of these implementations can be found in [5, 3]. The greatest
differences come from the underlying hardware used to radiate the EM fields
and to sample the resulting signal.

Domain Time Frequency
) Amplitude Linear Stepped
Modulation (monocycle) UWB sweep frequency

Figure 1.3: Different types of GPR systems (after [3]).

Time domain The time domain GPRs (also called impulse radars), which
constitute the majority of commercially available radar systems, send a pulse
at a given pulse repetition frequency (PRF) into the ground and then “listen”
to the backscattered echoes. Time domain GPRs can be further separated in
two main categories: amplitude modulated and ultra-wide band (UWB).

Amplitude modulated GPRs send pulses with a carrier at a given frequency,
which depends upon the application. This carrier is modulated by a square en-
velope. In order to have a good spatial resolution in depth, the pulse duration
should be as small as possible. This is the reason for using only monocycle
pulses for GPR applications (Fig. 1.4). The central frequency f. of the mono-
cycle (which is the same as the carrier frequency) can vary from some MHz up
to GHz, and its 3 dB bandwidth is equal to f.. For example, a 1 ns (nanosec-
ond) monocycle has f. and its 3 dB bandwidth equal to 1 GHz.

The need for a larger bandwidth has led to a second and more recent cat-
egory of time domain GPRs, which produce carrierless pulses. The carrierless
pulse can be created by a rapid discharge of stored EM energy into the radiating
circuit of the radar. A typical width of the pulse is about 200 ps with a peak
amplitude of 30 V, and the shape is in most cases Gaussian-like. These GPRs
are called ultra-wide band (UWB) GPRs, because of the very large bandwidth
involved.!9 The block diagram of a time domain UWB GPR is given at Fig.

9This section is inspired from [3].
10Ty be UWB, a GPR must have a fractional bandwidth larger that 100 %.
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Figure 1.4: Monocycle, two-cycle and four-cycle waveforms for amplitude mod-

N=1

ulated carrier. Only monocycles are used for amplitude modulated GPRs, due

to the need for a good time resolution.

1.5. A detailed presentation of each block is provided in [3, section 2.2.4].
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Figure 1.5: Block-diagram of a time domain UWB GPR [3].

Frequency domain The linear sweep radar is also known as frequency
modulated continuous wave (FMCW) radar. As its name indicates it, the
FMCW radar transmits a carrier whose frequency is modulated linearly with
respect to time in a given frequency band, and this modulation is repeated
once the upper frequency is reached [9]. By mixing the received signal with a
sample of the transmitted waveform, one obtains a difference frequency related
to the phase difference between both signals, and hence to the time delay of
the target backscattered signal. A detailed description and a list of references
about the FMCW radar can be found in [9, section 6.4].

Stepped frequency continuous wave (SFCW) radar can be seen as a simpli-
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fied implementation of a FMCW radar, where the frequency modulation is not
linear but occurs in a staircase manner. At each frequency, a CW is radiated
with a high stability, and a sample of the radiated signal is mixed with the
received signal into an I/Q mixer [3]. The I and Q baseband signals can then
be sampled using high precision, low speed A/D converters.

frequency »| A/D conv. '
d synthesizer % = & IFFT > display
quadrature
mixer

o~

Tx Ry
Figure 1.6: Block-diagram of a stepped frequency GPR [3].

The advantages of the SFCW radar over time domain technology are the
following. It radiates a higher mean power per frequency'! and has a more effi-
cient noise rejection than time domain GPRs, because a narrow band coherent
receiver can be used. Therefore, its signal-to-noise ratio will be better than a
time domain GPR working in the same frequency band. Another advantage is
that, by appropriately weighting the amplitudes and phases of the transmitted
frequencies, one can synthesize different signals, thus yielding different pulse
shapes in the time domain (after an IFFT on the signal). This weighting can be
done by software a posteriori on the acquired data, thus allowing the hardware
to remain that of a simple SFCW radar.

1.2.2.2.4 GPR data The acquired data can be presented in the time do-
main or in the frequency domain; Fourier transforms can be used for passing
from one domain to the other. Time domain representation of data is use-
ful for discriminating reflections from different targets and interfaces, which
in turn allows for understanding the subsurface structure. Frequency domain
representation allows for studying the frequency dependence of the radar cross
section (RCS) of a given buried target, and can thus help in choosing the GPR
operating frequency band that maximizes the target radar response.

11 The USA, Europe and Asia have different regulations concerning GPRs. For an overview
of the allowed frequency bands and power levels, check http://www-rp.lip6.fr/dnac/
Bateman.pdf
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Time or frequency domain data acquired for one spatial configuration and
localization of the antennas is called an “A-scan”. A schematic example of a
time domain A-scan is given at Fig. 1.7 (a), where the soil reflection occurs
earlier and with a higher amplitude than the target reflection. If the speed of
propagation in the soil is known, the time axis can be converted into a distance
axis. Examples of time domain and frequency domain A-scans resulting from
experiments are shown at Fig. 2.9 and on following figures.

.
_—
T R
< ) X X N
TX y -
- soil
reflection

T target
reﬂection\ e

(a) (b)

Figure 1.7: (a) Schematic time domain A-scan signal. (b) Schematic time

domain B-scan signal.

A “B-scan” is the denomination of a set of A-scans collected alongside a
line. Fig. 1.7 (b) schematically illustrates how the GPR signal evolves with the
position of the antennas with respect to the target. The time location of the
response of the target follows a hyperbolic rule, due to the distance between
the target and the antenna system as the latter is moved alongside the line
[3]. Moreover, the response of the target decreases as the antennas are moved
away from the target, because of the path lengthening and the reduction of the
antenna gain in the direction of the target, which depends upon the antenna
pattern. The top of the hyperbola corresponds to the antenna system located
at nadir of the target. Examples of measured and simulated time domain B-
scans are given at Fig. 4.2 and Fig. 4.5 (on those figures, the amplitude of the
signal is color-coded).
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1.2.2.2.5 Application to mine detection Considerable research effort
has been invested in ground-penetrating radar (GPR) technology [9], and this
effort began in the early 80’s. Since this prospecting tool is based on the
principle that the electromagnetic waves penetrate across the structures and
are scattered when they impinge upon an inhomogeneity embedded within the
host medium, the inhomogeneity being an object with different electromagnetic
properties than its immediate surroundings, GPR is therefore in principle able
to detect metal as well as plastic mines. However, GPR technology is expen-
sive when compared to more conventional mine detectors. The key issues that
have to be solved before any GPR system is accepted by the demining commu-
nity are: ease of use (as compared to MD), affordability, compactness, small
weight, low-power consumption and robustness. Finally, the new technology
will present an operational and economic interest only if it leads to a significant
decrease of the number of false alarms, while remaining as reliable as other de-
tectors in case of a real mine, thereby providing a significant speed-up of the
demining process.

The GPR that approaches the most these requirements is the Minehound ™,
which combines a MD developed by Vallon and a time domain GPR, unit devel-
oped by ERA Technology [12]. The GPR transmits 1 ns pulses at a repetition
frequency of 1 MHz. The constructor has ensured that combination of both
detectors has no impact on each other’s performances. This system is currently
being tested in Angola and Cambodia, in order to assess its performances with
regards to the indigenous MDs used in clearance operations by the Mines Advi-
sory Group. The principle of use of the Minehound™ can be roughly summed

d™ scans the area under interest (the same op-

up as follows. The Minehoun
erational method as exposed in section 1.2.1 is used), with MD turned ON
and GPR being OFF. If the MD raises an alarm, the operator tries to locate
as precisely as possible its position. Then the GPR is turned ON, and the
operator scans again more precisely the problematic zone. Information about
position, depth and size (via its radar cross section) of the target is encoded
in the audio signal produced by the radar. The sound yielded by the GPR
being much different from the one provided by the MD, the operator, which
wears ear-phones, has no trouble separating both alarms. If the GPR does not
yield a consistent alarm, the inhomogeneity is considered to be a false alarm.
On the contrary, if the GPR yields a constant and characteristic sound when
scanned above the zone, it confirms the alarm raised by the MD and the prod-

ding/excavating/marking operation can take place. The speed-up factor of the
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area clearing process is hoped to be in average between 2-7, mainly thanks
to the false alarm rate reduction. This parameter is the most important for
the viability of the project. Indeed, for being profitable, the economic benefit
generated by the increase of speed in the demining operation has to counterbal-
ance the expenses made for buying the Minehound™, training the operators,
changing the procedures,etc.

1.2.2.3 Usefulness and state of the art of accurate GPR modeling

The accurate modeling of a GPR is useful for a number of reasons. It can help
the GPR designer to conceive a more effective detector, by testing different
designs on the same scene without having to actually manufacture them; it can
set an upper limit on the performances of a GPR, given the soil and target
EM and geometrical properties; it can also be used for testing signal process-
ing algorithms on GPR signals either free from or containing controlled noise
measurement; finally one can use it as a benchmark against more approximate
but more efficient models.

The modeling of a complete GPR system is a complex and challenging
task. The majority of the works in this field use finite-difference time domain
(FDTD) algorithms for flat soils [13, 14, 15, 16] and for rough interfaces [17].
A few works compare simulations and measurements [18, 19, 20, 21]. The
advantages of FDTD are its widespread use and independence of the algorithm
with regards to the medium containing the target. However, with FDTD it is
impossible to model separately the antenna and the soil-target system (i.e. the
model is not separable), hence the numerical model is not generic: for another
radar setup, such as a different antenna shape or location, one has to rerun
the computation process. Due to its non-separability, FDTD does not provide
a way for obtaining the target radar signature from measurements. Moreover,
the whole volume under consideration must be discretized, leading to high
computational and memory costs [19].

Another approach for studying buried target scattering consists in solving
a surface or volume integral equation with help of the method of moments
(MoM) [22, 23, 24]. Carin et al. have also compared GPR simulations to mea-
surements in [25, 26]; however the agreement was only qualitative because the
radar system was not calibrated. Two major advantages over a FDTD method
are: 1) the limitation of the computation volume to the antenna and scatterer,
hence the reduction in computational needs; and 2) the possibility of solving
the scattering problem for different excitations simultaneously. Probably the
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biggest hurdle in the use of the MoM is the difficulty of its setup for stratified
media, since it involves the use of dyadic Green’s functions (DGFs) [22, 27].
Additionally, the use of the MoM for inhomogeneous or multivolume bodies
remains a challenging task even in free space, mainly due to the complexity of
the pertaining surface integral equations.

In both approaches, only simple linear or bow-tie dipole antennas have
been modeled. This is because fine geometries demand a very high level of dis-
cretization, which anyway does not guarantee that the result will be accurate,
since small differences between the real and modeled geometries can lead to
important discrepancies between measured and computed quantities [28].

1.3 Objectives of present work

The aim of this thesis is to provide the designer and scientist with a complete,
accurate, efficient and separable modeling method for GPR systems, which
moreover provides an extraction procedure of the target radar response. More
specifically:

e the completeness of the model, which means that the signal is modeled
from the electromagnetic (EM) quantities up to the signal observed by
the operator, is important for being able to reach both the scientist and
the designer—who may not be an expert in the EM modeling aspects—,
but also because too many works limit themselves to the EM phenomena
pertaining to the scene (soil and target) and/or the antenna without going
all the way to the actual measured signal;

e in laboratory conditions, the model should be quantitatively accurate to
the point that measured and computed signals agree almost perfectly in
the frequency and time domain;

o the efficiency is mainly related to the numerical method used in the model,
which should be general, reliable, reasonably fast, precise, resource-sa-
ving, and able to solve the scattering problem for different excitations at

once;

o the fact that the antenna and soil-target system should be modeled sep-
arately potentially provides a great flexibility to the user of the model,
who can therefore study independently each subsystem, and afterwards
examine their interactions with help of an intuitive yet rigorous approach;
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e a clean target radar response extraction procedure is highly desirable,
mainly for identification purposes; for this, the model should decompose
the radar signal in such a way that this extraction is easy to perform on
measured data.

1.4 Scientific contributions

In the wake of the objectives, the scientific contributions can be summarized
as follows:

e elaboration of a generic radar model for monostatic stepped-frequency

continuous wave radar, which

— is complete from the EM quantities all the way to the signal dis-
played on the screen of the radar system

— is separable, with an efficient mixed (experimental characterization)-
(equivalent currents) approach for the antenna, very precise yet more
simple than a full numerical approach, and independent from the
presence of the soil and target

— is of an accuracy that, to the best knowledge of the author, quanti-
tatively outperforms everything that has been published until now

— naturally provides a means for obtaining the target radar signature

from a measurement

— presents all the concepts, theory and formalism that allow for a gen-
eralization to more complicated situations, such as antenna “very
close” to the soil (in the near field), inhomogeneous soils, and mul-
tiple antennas systems

e theoretical derivation of the surface integral equations and their MoM
solution for multivolume bodies embedded in stratified media, and im-
plementation of a robust and efficient MoM computer code

e study of the sources of error that can affect the target signature ex-
traction, thereby providing the theoretical and practical framework for
exploring the limits of the GPR model

e parametric study of the soil and target radar signals, which allows for
an intuitive yet rigorous overview of the influence of a wide range of

parameters on these signatures.
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1.5 Limitations of the study

Flat soil The radar model has been used for predicting and extracting radar
responses of targets buried in flat stratified media only. The soil sur-
face roughness has not been considered in this work. This can be seen
as a severe limitation of the study. However, the goal of the thesis was
to provide an accurate GPR model, and for testing its accuracy we used
the most complicated yet exactly controllable experimental configurations:
soil roughness is not exactly controllable in the sense that it implies statis-
tical quantities. But if one knows exactly the geometry of the soil surface,
the numerical computation of the soil radar response does not pose any
problem. Consequently, with the same GPR model, one could generate
random soil surfaces with given statistical properties, compute the set of
corresponding GPR responses which therefore constitute a random vari-
able, and compare the properties of this simulated random variable to
the one obtained experimentally for a soil having the same statistical
properties as those used in the simulations.

Simplicity of the targets In chapters 2 and 4, simple targets (i.e. metallic
and plastic cylinders) are used in both the simulations and measurements.
As for the preceding point, this is because the main purpose of this work
is to validate a generic GPR model. One could use much more com-
plicated targets in the numerical algorithms, e.g. real mine structures,
without changing the model in principle. Moreover, it can reasonably
be stated that the qualitative conclusions of the parametric study of the
target radar response drawn in chapter 4 can probably be transposed to
more complex targets, since that parametric study is mainly focused on
the consequences of the soil EM parameters variations or on the target
relative position with respect to the radar system. Finally, the fact that
the internal complexity of the target does influence its radar response is
established and acknowledged numerically at the end of chapter 4.

Antenna-soil distance The GPR model has been experimentally validated
for antenna heights above the soil ranging from 40 cm down to 20 cm,
and for a frequency band of 0.8-3 GHz. The lowest height to which the
model is still correct for a given frequency has not been investigated, and
the model remains to be validated—or modified—for antenna heights of

a few centimeters.
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Frequency domain The GPR model has been elaborated in the frequency
domain, and has been validated for a stepped-frequency continuous wave
radar system, both in the frequency and time domains. However, the
model can be easily transposed in the time domain by means of Fourier
transforms of the formulas established in chapter 2. Conversely, a time
domain radar can be characterized in the frequency domain, hence render-
ing possible its modeling by means of transfer functions in the frequency

domain.

Monostatic radar system While established for a monostatic antenna for
practical reasons, the GPR model can easily be extended to bistatic sys-
tems. The main difference is that the internal reflections are replaced by
a direct coupling between the emitting and receiving antennas, but this
coupling is also an operational parameter that can be characterized [3].

All the limitations listed above—except the “antenna-soil distance”—could
be overcome by using more accurate geometrical descriptions of the targets
under consideration (mine and soil), or by a straighforward extension/transpo-
sition of the GPR model. As a final goal, one could use such a model to perform
a study aiming at finding the best possible geometry-radar antennas-frequency
band for a given target and a given soil.

1.6 Organization of this document

The content of each chapter following this introduction is described hereafter.

Chapter 2: Accurate and efficient modeling of monostatic
ground-penetrating radar

First the state of the art in GPR modeling is depicted, and the approach
followed in this work is presented. We then go on with a brief description of
the radar system used for our measurements. The following sections are very
important, as they establish the expressions of the radar response of a contrast
embedded in a general background, and examine thoroughly the scattering
of the antenna. The expressions obtained are then specialized to the case
of a target embedded in a multilayered medium, and further simplified for
being experimentally usable. Measurements and simulations for increasingly
complicated cases are presented. This chapter is inspired from [29, 30].
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Chapter 3: Target numerical electromagnetic modeling

This chapter deals with the establishment of the surface integral equations
(SIEs) for multiple perfectly conducting (PEC) and penetrable inhomogeneous
scatterers embedded in stratified media. The integral equations systems will be
exposed with gradual generality. First the Huygens surface equivalence princi-
ple is established for homogeneous and stratified medium. Then these results
are used for establishing the SIEs for homogeneous bodies (PEC and dielectric)
embedded in multilayered media. We go one step further by generalizing these
SIEs for inhomogeneous bodies. At this point the basic SIEs are combined un-
der the Poggio-Miller-Chang-Harrington-Wu-Tsai (PMCHWT) and combined
field integral equation (CFIE) formulations in order to equate the number of
integral equations to that of the unknowns. Finally, we derive the MoM solu-
tion for the various formulations of the system of SIEs (basic and combined),
and the resulting computer code is extensively tested.

Chapter 4: Practical applications of the GPR model

This chapter, inspired from [31, 32], focuses more on the practical aspects and
limitations of the GPR model, although comparisons between measured and
computed radar signals are already presented at chapter 2. We first present
practical examples of buried target signature extraction and the consequent
enhancement of the target visual discrimination. The first example studies
the effect of soil moisture on the target signature extraction, while the second
example is focused on a B-scan. We then spend some time on studying the
influence of each term of the GPR equation on the error that arises in the
process of the target signature extraction. The parametric study of the soil
and target signatures is then performed.

Chapter 5: Summary and perspectives

This chapter summarizes our research work and gives a survey of future re-
search needed in order to apply the model to more complete and/or complicated
sceneries, further generalize and enhance the speed of the numerical algorithms
in order to broaden its application range, and use the model to predict the per-

formances of commercial GPRs in given sceneries.



1.6 Organization of this document 21

Appendixes

Appendixes represent a significant part of this work; they are needed in or-
der to leave only the main ideas and concepts in the core of the text, without
having the underlying complex and varied mathematical formalism in the way.
Appendix A contains demonstrations needed for chapter 2; appendix B details
the computation of the terms needed in the MoM solution, for both homoge-
neous and multilayered media; appendix C exposes the multilayered medium
dyadic Green’s functions (DGFs) needed in the MoM; and appendix D details
the Fourier transforms and Sommerfeld integrals that are needed to compute
the spatial DGFs.






Chapter 2

Accurate and efficient

modeling of monostatic GPR

2.1 State of the art and approach in this work

Accurate GPR modeling can be useful to the designer for a number of reasons.
Firstly, it can allow for a physical understanding of the complex scattering
phenomena involved, and of the influence of fundamental parameters on the
soil and target radar response. It can thereby provide a means for enhancing
the design of the GPR system. Secondly, if the model is sufficiently accurate,
it can help setting an upper limit on the performances of a particular GPR
system for a given physical configuration. Thirdly, an accurate model can be a
standard against which other approximate models can be compared. Finally,
such accurate modeling can be used for generating “virtual experiments”, free
from or involving controlled measurement errors, which can afterwards be used
for testing signal processing algorithms.

The accurate modeling of a GPR is a complex task. Indeed, four main dif-
ficulties arise in this process: 1) the emission and measurement process which
include the source, the waveguide linking the source with the antenna through
the connector and antenna feed, and the antenna itself, must be properly de-
scribed; 2) the antenna may be close to the ground, and therefore the excitation
fields can significantly differ from a plane wave; 3) the antenna radiation pat-
tern must be accounted for; 4) the soil contributes for a significant part to
the total radar signal, modifies the target radar signal w.r.t. free space, and
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finally induces multiple reflections between itself and the antenna [20], which
in turn can change significantly antenna radiation currents and henceforth the

measured radar signal.

Modeling of complete GPR systems in presence of soil and target has been
done by using a finite difference time domain (FDTD) algorithm in [20, 18,
19, 21], which compared the simulations to measurements. This numerical
approach has proven to be quantitatively good, and the algorithm addresses
automatically the four difficulties mentioned above. However, FDTD yields
hundreds of millions of unknowns for the problem at hand, which necessitate
huge memory space (several Gbytes) and a considerable amount of computing
power [19], even for the simple dipole antennas that were considered in the
above papers.

Another approach relies on using a numerical method which limits the
computation volume to the scatterer, such as integral equations solved by the
Method of Moments (MoM), or Physical Optics (PO) [33, 25, 26], where the soil
is taken into account by using appropriate half-space dyadic Green’s functions
(DGFs) [22]. Comparisons between measured and computed radar SAR images
in Carin et al. showed only qualitative similarities, because the measurement
system was not calibrated [26].

Recent studies aim at modeling more complex GPR antennas by means of
FDTD [34, 35] or MoM [36, 37, 28]; yet it is difficult to set up correctly a
precise numerical model of a complex antenna, as fine details in the geometry,
as well as manufacturing imperfections, have a great impact on the measured
quantities. This is especially true for the ridged-horn antenna used in our
measurements [28]. As the waveguide-antenna connection and the antenna
internal reflections can contribute significantly to the measured radar signal
[20], it is easy to understand that small mistakes in antenna description can
greatly hamper the precision of calculated parameters, and hence radar signal
prediction.

In a recently developed approach, aiming at modeling the radar signal of
the soil without a target, the antenna model is based upon complex scalar
transmittances, which account for connector and antenna internal reflections,
transmission and reception gains, and multiple reflections between the soil and
the antenna [38]. The model is augmented by using the simplest antenna cur-
rent distribution—a dipole—together with an eract computation of the elec-
tromagnetic (EM) fields propagation in the soil—considered as a multilayered
medium—Dby means of DGFs. Only a few measurements above a metal plane
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are needed for determining these unknown transmittances, i.e. for system cal-
ibration. Yet the accuracy and efficiency of the method is demonstrated in its
use for subsurface EM parameters extraction by model inversion.

Extension of this method to describe the signal measured by a monostatic
GPR in presence of an inhomogeneity embedded in a multilayered medium
has been initiated in [32]. In this case the antenna was also considered as an
infinitesimal dipole. This choice, motivated by the sake of simplicity, is based
on the assumption that the EM fields produced by the antenna in the solid
angle subtended by the target was the same as that produced by a dipole.
The latter assumption has been verified in free space at a sufficiently large
distance from the antenna, for a target located near or on the main beam
axis. However, as it is conceived, this model is not able to take into account
the variations of antenna emission and reception characteristics with changes
of the target angular position, unless a proper angular dependent calibration
is performed. The estimated transmittances would then be a function of the
angle, and compensate for the error in the current distribution, at the cost of

more and possibly awkward calibration measurements.

This chapter further extends [32], as it formally demonstrates expressions
of the GPR response produced by a contrast embedded within an arbitrary
background, for any antenna equivalent current distribution, and taking into
account the multiple reflections between the antenna and the background and
contrast. The scattering of the antenna is studied by decomposing the an-
tenna (emission and scattering) equivalent currents and incoming fields into
current and field basis functions respectively. The antenna scattering currents
coefficients in the basis are obtained as a function of the free space emission
currents and of a feedback matrix, which relates the current basis to the field
basis. The expression for the monostatic GPR response is then derived, and
is shown to have three contributions: 1) the antenna internal reflections 2)
the soil response and 3) the buried target response. Target scattering is stud-
ied with help of the MoM. In the simulations, two antenna equivalent current
distributions are considered: a dipole of electric current located at the phase
center of the antenna [38, 32], and a Huygens cosinusoidal distribution of elec-
tric and magnetic currents located on the aperture of the antenna [39]. This
latter distribution, which represents well the antenna radiation pattern, yields
a compact model usable for all angles of interest, as well as for targets that
intercept a large part of the main beam.

The approach of this chapter provides a methodology for extracting the
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target signature from the measured GPR response. Moreover, it presents the
advantages of modeling the complex antenna effects by a well-chosen equivalent
currents distribution and a few operational parameters, independent of the en-
vironment and determinable through a simple calibration procedure as in [38],
while retaining an excellent precision in response prediction, and allowing for
a physical insight of the scattering processes at hand. However, this method
could also make an advantageous use of a numerical modeling of the antenna,
able to compute more precisely the distribution of the antenna emission and
scattering currents: the hard-to-model part, due to the small imperfections,
would be accounted for by operational parameters. The antenna and environ-
ment models remain decoupled, thereby providing a significant advantage over
the global numerical model mentioned earlier.

This chapter is organized as follows. Section 2.2 briefly describes the radar
system used in our measurements. Section 2.3 gives expressions of the radar
response of a contrast embedded in a general background, and examines thor-
oughly the scattering of the antenna. Section 2.4 applies the general theory
to the case of a target embedded in a stratified medium. Measurements and
simulations are compared in section 2.5, and section 2.6 concludes the chapter.

2.2 Radar system choice and description

The measurements have been done by means of a stepped-frequency continu-
ous wave (SFCW) radar, emulated by a vector-network analyzer (VNA), as it
possesses several advantages over time domain technology [38]. Its very large
bandwidth (0.8-3 GHz in this study) allows for attaining a good spatial res-
olution and depth of penetration. The lower limit is set by the operational
range of the antenna (0.8-18 GHz), while the higher limit is due to the VNA
capabilities.

A transverse electromagnetic (TEM) ultra-wide band (UWB) metallic rid-
ged-horn antenna (Fig. 2.1) has been used in the measurements. The isotropic
gain of the antenna as function of the frequency is given at Table 2.1 (http:
//www.schwarzbeck.de/Datenblatt/k912013f.pdf). The system is config-

Table 2.1: Isotropic gain of the antenna as function of the frequency.
Freq (GHz) 0.8 0.9 1.0 1.5 2.0 2.5 3.0

Gain (dB) 0.91 | 530 | 6.97 | 9.51 | 9.43 | 10.67 | 11.54
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ured in monostatic mode, for a very practical reason: for bistatic systems,
the relative position of the antennas is subject to small variations. Hence,
even if the direct coupling of the antennas has been characterized before a
measurement, campaign, these geometrical variations can lead to errors in the
cancellation of this coupling. The monostatic mode was therefore chosen in
order to avoid this source of possible errors.

The horn antenna has aperture dimensions of 24 x 14 cm and is 20 cm deep.
This antenna can therefore be a strong scatterer at the scale of the radar-soil-
target system. Since it is located relatively close to the soil (between 20-40
cm), one can expect important late-time resonances between the soil and the
antenna. In the time domain, these resonances can have signal components
that coincide with the signal of the target. Nevertheless, since in the model
these multiple reflections are accounted for by an operational parameter, they
can be cancelled; even more, this antenna allows to bring to light this resonance
effect. Finally, due to the modularity of the model, any antenna could have

been used instead of this one.

Figure 2.1: Schwarzbeck BBHA TEM ridged-horn ultra-wide band (1-18 GHz)
antenna used in the measurements. Aperture size is 24 cm x 14 cm.

In monostatic mode the measured signal is the complex reflection coefficient
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Figure 2.2: Physical configuration of measurement system in presence of con-
trast. Different surfaces enclosing different volumes will be used for reciprocity.
Sm encloses whole measurement system. S. encloses contrasting body.
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2.3 Monostatic GPR signal of a contrast embed-

ded in a general background

2.3.1 Configuration and hypotheses

The considered configuration is shown at Fig. 2.2. No assumption is made
about the internals of the VNA: there might be non-linear and non-reciprocal
materials. However, the world outside of the VNA is supposed to be linear and
reciprocal (hypothesis h1). The VNA and the waveguide linking the antenna to
the measurement system are supposed to be perfectly shielded or to present a
surface impedance (hypothesis h2), and only the fundamental mode propagates
in the waveguide in the frequency band of interest (hypothesis h3).

2.3.2 Notations and definitions

aPerv) and bPenv) are respectively the forward and backward traveling waves
in the waveguide, and are function of the physical environment “penv” of the

antenna, where “penv” is either “bg” or “bg, c¢”

, where “bg” is the background
medium, and “c” identifies the contrast put in the background (the word “con-

trast” will receive a precise context-dependent meaning in the next sections).
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The measured GPR response is given by:

ppeny)

rpeny) — (2.1)

a(peny)

We denote by (Eéiﬁe’”), Hé?.;"'“v)) fields radiated in a mathematical environ-
ment “menv” by currents (JSIC,MSIC). Environment “menv” can be different
from “penv”. It takes the form “bg, obj”, where “obj” identifies the objects put
in the background: “m” for measurement system, “c” for contrast, or “m, c”
for their combination. Subscript “src” identifies the source. The only physical
source “V” is in the VNA, and it is constituted by currents (Jy, My ). We also
define the surface electric and magnetic equivalent currents “ AT (penv)” for the
antenna at emission which are function of “penv”, and “C” for the contrast
equivalent currents:

JA'I'(penv) = (_ﬁm) X Hg)env, m) on Sm (22&)
Jo 2 (—h) x HPE ™ on 5. (2.2b)

Furthermore we call “AS(bg)” and “AS(c)” the antenna scattering currents,
which describe the change of “ AT” induced by the background and the contrast
respectively:

J asbg) = Jarvg) — Jar on Sm (2.3a)
Jase) £ Jattbg, ¢) — JATibg) ON Sm (2.3b)

The surface magnetic equivalent currents are obtained by applying duality to
equations (2.2)—(2.3). Finally, to each “AT” and “AS” we associate equivalent
sources “AT" and “AS” located inside or on S,,. This set of currents can be
a continuous volume or surface distribution, or a set of dipoles, and are defined
such as to produce the same fields as sources “AT” and “AS” on S, (Fig. 2.2).

Thanks to the equivalence principle, in the volume bounded by S, and S,
fields (E*® ™ H{® ™) can be computed from sources “ AT (bg)” radiating in
the background alone (Fig. 2.2). Similarly, in the volume bounded by Sy, Sc
and S, (Eg’g’ m, c), ngg’ m’ C)) can be computed from “AT(bg, c¢)” and “C”.
This can be written as:

(bg, m) pr(bg, m)\ _ (qa(bg) (bg)
(Evg JH® ) = (EAf“(bg)’HAYg“(bg)) (24)

b , M, b s 1, b b b b
(e o e ) = (B B o) + (B2 HEY) . @9

Starting from a normalized excitation (a(P® = 1), we will show in the next

sections how to compute the corresponding normalized currents ( Jsres msrc) and
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fields (egfée“v), héi‘ge“)). Since the outer medium is linear (hl), the physical
fields and equivalent currents are all proportional to a(P8):

(JSI‘Ca Msrc) = a(bg) (erCa msrc) (26)

(E(menv)’ Hg;réenv)) — a(bg) (eg;réenv)’ h(menv)) ) (27)

src srC

This relation does not necessarily hold for sources “V”, as non linear compo-
nents may exist inside the VNA.

2.3.3 Formulations of contrast contribution to radar sig-
nal

In this section we use reciprocity [40] to establish the radar signal due to a
contrast embedded in a background in terms of an integral of electromagnetic
quantities 1) on the surface of the contrast and 2) on the surface or in the volume
supporting the antenna equivalent currents. Reciprocity can be applied in any
volume excluding the VNA (h1).

2.3.3.1 Definition of reciprocity states

2.3.3.1.1 State T' Sources (Jy,My ) radiate in presence of measurement
system and background, i.e.

(ET7 HT) 2 (Egg, rn)’ Hg)g, m)) (2.8)

2.3.3.1.2 State R Sources (Jy,My ) radiate in presence of measurement
system, background and contrast. This is the “physical” state, with

(EnHp) 2 (EPS™ 9 HPS ™). (2.9)

2.3.3.1.3 State 7’ Equivalent currents (ja7/(bg), Mar/(bg) ) radiate in pres-
ence of background only:

b b
(ET’a HT’) £ (ezig(bg)’ hzigﬂ?(bg)) . (210)

2.3.3.1.4 State R’ Equivalent currents (jo,m¢) radiate in presence of
background only:
2 (. (bg) 1 (bg)
(ER/aHR’)— ec 7hC . (211)
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2.3.3.2 Integral over contrast surface

We apply reciprocity between states 7" and R in the volume enclosed by Sy, S
and Soo. This volume contains no real sources (Fig. 2.2). Within this volume,
the reciprocity relation between (Er,Hr) and (Eg, Hg) is:

/ (ETXHR—ERXHT)-ﬁdSZO. (212)
Sy +8Se+Seo

Assuming that, far away, the background can be replaced by a homogeneous
medium without changing the fields on Sy and S., integration over S is
zero [40, p. 296]. The integral on Sy demands a particular treatment done
in appendix A.1. For the coaxial waveguide used, K = 1. Using ar = a("®,
by = b®8) ap = a8 ) and br = b(*& ©) in (A.4), we get:

/ (Er x Hp — E x Hy)-fiy dS = —2 (a“’g’ )pe) _ ¢ (be)p(be; °>) . (2.13)
Sv

Using (2.13) in (2.12) and (2.4) in (2.8), we find that

2 (% b9 — o8 ) /S (B2, » HE ™

c

—Eg?g’ m, ¢) % H(bg) ) - hedS

AT (bg)
_ (bg) (bg)
- /S (ERSg - Jo — HYEp - Mo) dS
(2.14)

where the last equality has been obtained by using (2.2b). By dividing both
sides by a(P®a(P8) and using (2.6) and (2.7), one gets:

r(bs; ©) — p(be) 4 p(e) (2.15)

where I'®8) and I'(®), the radar signals from the background and the contrast
within the background respectively, are given by:

be) & p(bg)
r(be) 2 —0) (2.16)
©a 1 al®® bg) (bg)
T = w9 /., (eAT(bg> oy — hyrgyg 'mcﬂ) ds
. (2.17)

1 _a(bg) (bg) : (bg)
= _5 a(bg, c) s. (eAT’(bg) “Jey — hAT’(bg) . mC7'y) ds

where the last equality stems from the fact that AT’ produces the same fields as
AT on S; (section 2.3.2). ~y, which is the reflection coefficient at the entrance of
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the VNA if its impedance does not perfectly match the waveguide impedance,
has been added as a subscript to (jc,mc) to indicate that those currents
depend upon the reflexion of the traveling waves at the entrance of the VNA.
Moreover, from (A.35) derived in appendix A.7 we have that

a(bg) 1 — AT (bg: ©)

MEO R g (2.18)

Fortunately, as is demonstrated in appendix A.5, I'(°) is independent of 7. That
subscript will therefore be ignored in the remainder of the text.

Instead of traveling waves a and b, one could have used the voltages V' and
currents [ in the transmission line. They are related by the following equations
[41]:

g0 = VO 4 21

2.19
2R {Zo} (2:192)
(x) _ (%)
poo = VI — 2ol (2.19b)

2y/R{Zo}

where Zj is the characteristic impedance of the waveguide. Replacing in (2.14)
a™) and b®)—where (x) = (bg) or (x) = (bg, ¢)—by their above expressions
given in (2.19), one obtains:

y (bg) r(bg, ¢) _ 1/ (bg, c) r(bg) _ /5 (E%{)(bg) Jo— Hfri%)(bg) 'Mc) ds. (2.20)

Dividing both sides by 1(°® (&) and manipulating yields:
78 0 — z(bg) 4 7(0) (2.21)

where Z(®8) and Z(©) are given by:

v/ (bg)
208 & (2.22)
(bg)
(c) & _ (bg) s (bg) .
2 1. 9) Jg (ﬂf@AT/(bg) 1('1]@0 1(£ls)f4T/(bg) I{‘g)c) s (2.23)

where notation x means that X has been normalized by y.

y

A simplified version of (2.20), valid for open circuit reception and done for
a coaxial waveguide, appears in [40, chapter 5]. The development presented
here is however more general because we do not make any assumption on the

waveguide. It is also more straightforward and natural because the waves a



2.3 Contrast embedded in a general background 33

and b have a precise and unique physical interpretation, whereas V' and I may
be more difficult to define for a generic waveguide. Furthermore the signal
measured by the VNA is a reflection coefficient I" and not an impedance. This
is due to the fact that, at high frequencies, it is in practice easier to measure
a power ratio than manufacture a load on which V and I are measurable on a
wide frequency band. Finally, the normalized quantities depend upon the fact
that one uses traveling waves or voltages and currents. We will show in section
2.3.4 that the normalization by traveling waves must be used to appropriately
take into account the antenna scattering.

2.3.3.3 Integral over antenna sources

Applying reciprocity between states 77 and R’ (section 2.3.3.1) in the volume
enclosed by S, and S.., we get that

/ (2% ar o) — HE® - marg) ) AV

(b ) (bg) (b ) (bg) ~
/ eA:%/(bg) xhe® —ep® hA:%/(bg)) -fcdS

(2.24)
/ (e28) gy  BEE ™9 —ePm ™ ) 08 Y ds
(bg) (bg)
/ (3w -~ 0y -me) dS
because, by (2.5), the difference between the second and third lines is:
(bg) (bg) (bg) (bg) - _
/S (eA:;sv(bg) X Ny T g, o) ~ ©aT(bg, ¢) ¥ hAfgv(bg)) -hcdS = 0. (2.25)

The above left-hand side is in fact reciprocity in V; between fields produced by
AT'(bg) and AT'(bg, c), which is equal to zero because no sources are present
within V, for neither state. The last equality in (2.24) stems from (2.2b).
Comparing the last line of (2.24) with the right-hand side of (2.17), one gets
another expression for T'(©);

1

re — _5/ ( ®8) . 5 ar(ng) — hDE - mAT/(bg)) av. (2.26)

If (j AT (bg)> M AT/(bg)) are located on Sy, we easily obtain:

1
I“(C) é —5/5 ( ( g) .]AT’(b ) - h(bg) . mAT/(bg)) dS (227)

m’
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Finally, if, for approximating the real antenna equivalent currents for example,
we use Ny and Njs electric and magnetic equivalent current point densities
respectively, such that

Ny Ny
JAT (bg) = ZJ'#S(Y —1;) and M7/ (hg) Z m;o(r —r;),
i=1 j=1

we have that:

N N
F(C) A 1 - (bg) B h(bg) ) 2.98
) > (ec® i r,—Z c Mmool (228)
i=1 tog=1 7

The evaluation of I'(®) necessitates the knowledge of the equivalent currents
(jc,mc) or of the fields (e(cbg), h(cbg)) (see (2.17) and (2.26)-(2.28)). We show

at section 2.4 that these fields and equivalent currents can be computed from the

(bg) (bg)
AT’(bg, c)’ ~AT'(bg, c)

equivalent currents (ja7(bg, c)s M AT (bg, c))- Lhe knowledge of these currents

excitation fields (e ), which are produced by the antenna

requires to study the antenna scattering, which is done in the next section.

2.3.4 Antenna scattering

Strong interactions between the antenna and the contrast can occur, even if
they are located within each other’s far field region: it suffices that the antenna
and contrast are strong scatterers for having multiple reflections that can con-
tribute significantly to the resulting radar signal [20]. This is especially true for
our horn antenna, which presents an aperture 24x13 cm? of size, and is located
at about 30 cm above the soil. Of course, the strength of these interactions
increases with smaller antenna-soil distances. In the case of a target embedded
within a stratified medium, the multiple reflections between the soil and the
antenna can mask the radar signal of the target.

To determine the antenna scattering currents, we first project the fields
(e(cbg),h(cbg)), scattered by the contrast and incident on the antenna (but pro-
duced in its absence), on a subspace spanned by a basis (ei, hi):

N
b b b
(69, 189) = 3 FS (er.hi) + (er.h) 229
=1

where Fébig) is chosen in order to minimize the norm of the truncation residual
field, | (e, h;)|. When the norm is defined by an inner product (;), we have
that

F&8) — p=1g(©) (2.30)
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where Pkl = <(ek, hk); (el, hl)> and QEC) = <(el, hl); (e(CE)g)’h(CE)g))>' For ex-
ample, we could define

((ez,hl),(ej,hJ»S é/S( - €5 —|—T]Oh* h) ds (231)

where S is a surface surrounding the antenna, and 7y is the free space im-
pedance. Indeed, with this definition, if |(e,,h,)| is zero, the residual fields
are zero everywhere in the volume bounded by S. The field basis functions
could be a truncated multipole development (well suited for electrically small
antennas), N plane waves, or the fields caused by N dipoles located on a surface
surrounding the antenna.

Then, we develop the antenna equivalent currents into a basis:

M
. bg) /s
(JAT/(bg)> MAT(bg)) = Z I,(aug,)i (Ji, m;) (2.32)
M
(Jasie) Masie) = D Iﬁf;,i (Ji, my) . (2.33)

Each element of the field basis is scattered by the antenna, and thus creates
scattering currents. The feedback matrix H , relates the scattering coefficients
of the currents to those of the antenna incident fields by the following relation-
ship:

I =HPPFR. (2.34)

In free space, I 9;872 and H st)—denoted by I,r and H, for simplicity—are
characteristic of the antenna and depend upon the choice of the current and
field basis. They can be obtained through a calibration (section 2.4.5), and are
therefore operational parameters of the model.

On the other hand, if the current coeflicients are known, the fields incident
on the antenna can be computed and projected on the field basis to yield:

£ — g (1 ( (bg) | j(c) ) (2.35)

where
g(C) = £_1Q(C) (2.36)

with le = <(ek,hk) (eg”f),h(g%)», and (eg”f), (bg)) being the fields scat-
tered by the contrast and due to current basis (_]l, ml). The name g(c) stems
from the fact that it relates fields to current sources, like a dyadic Green’s
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function (DGF); however this analogy stops there because here current dis-
tributions and field projections are involved. Furthermore, only the scattered
field is considered. Hence, the direct contribution must be removed. Combining
(2.34) and (2.35), we obtain that

-1
ESO = (1-cOnp?)  cO1%y (2.37a)
—1

(where (A.8) is used to move G(®) on the left side of the inverse term) and that

-1
15 = 19 (1-69Hf®) GOy, (2:38)

From (2.38) we can compute lg):%’ °,

bg, ¢ b c
IGF Y = IGP + Iy

-1
= L3P+ (L-g0mp?) GOy

—1 (2.39)
- L (1-gm) " 6 1y

b 1o
= (L-£p96) 1Y

where the last equality is obtained thanks to (A.7) using B = H Stbg) and C =
G,

2.3.5 Radar signal of a contrast embedded in a general
background

Using the decomposition of section 2.3.4, we can now rewrite (2.27) involving
surface equivalent currents. The development for (2.26) and (2.28) is straight-
forward. This can be done by decomposing (eg)g), h(cbg)) in two ways: 1) by
projecting (e(cbg), hg’g)) on the field basis; 2) by using the fields (eg))i), hg?”?)
due to basis (jr, my).

By decomposing (e(cbg), h(cbg)) in the field basis (e, hy), and by using (2.32)
and (2.37b), (2.27) yields:

T —1
e — (l(j’%)) <§F§(C) (£ —g(c)g;b@) 108 +Er) (2.40)
2.40

= (1) RGO + (1) &,
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by recognizing I Ef:%’ ) given at (2.39), and by defining:

1 .
Rpu, & —5/ (e -ji —hy -my)dS (2.41)
Syt
1
R, = —5/ (er “ji—h;,- ml) ds. (2.42)
S

Rp,i is independent of the environment and can be interpreted as the re-
sponse of an ideal monostatic radar system (no antenna internal reflections
and scattering) to incident fields (ek, hk), and for which the emission currents
are (Jar(bg), MaT/(bg)) = (Ji,my). Ry, is the response caused by the residual
field (er,hr).

By using the fields (eg’f,i), h(cb,i)) due to current basis (jx, my), we have that

M

(e‘c‘i’g), h(cbg)) -y ( 59, + Iﬁf%,k) (e(cl{i), hgﬁ)) . (2.43)
k=1

Using this decomposition and (2.32) in (2.27), we get:

T
re© — (lff:%)) @(C)l%%’ ©) (2.44)
where 1
RE =3 / (e i ~ 0% - my) ds. (2.45)
s

Comparing (2.40) to (2.44) shows that @FQ(C) ~ ﬁ(c), where the difference
comes from the residual term R, which will become negligible if the field basis
includes enough well-chosen elements.
The three terms present in (2.44) can be physically interpreted as follows.
I Ef:%) and [ %5’ ©) characterize the antenna equivalent currents in presence of
the background alone and of the background and contrast respectively. Those
environments are related to the two states used for applying reciprocity. R,(:l') is
the “reaction” of the contrast, and represents the response of an ideal bistatic
radar system (i.e. no antenna internal or multiple reflections) to a contrast
where the emission and reception antenna equivalent currents are (jk, mk) and
(ji, m;) respectively. Eq. (2.45) is an integral over the antenna surface, and it
can also be computed on the contrast surface:
RY) = —% /S (e jox — " -mcy) ds (2.46)
where (el(bg), hl(bg)) are the fields produced by current basis (j;, m;), and (jo.x,
mcyk) are the contrast equivalent currents due to excitation by current ba-
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sis (jx, my). The choice of using (2.45) or (2.46) will be guided by practical

considerations.

2.4 Monostatic GPR response for a target em-

bedded in a multilayered medium

Equation (2.15) shows that the radar signal is due to two contributions: the
background and the contrast embedded within the background responses. The-
re are two ways to apply that formula, and they both should lead to the same

result.

2.4.1 Total approach

We consider the stratified soil with the target as the contrast, plunged into a
background that is free space. In this case, combining (2.15) and (2.44) yields
the radar response:

[(fs, (soil, £)) _ p(fs) ( lffT))T Rl t) 78, (soil, 1)) (2.47)

where the fact that e{*® = e{) 4+ (™ allows us to write:
E(soi], t) E(soil) _|_E(t) (248)
and where, by (2.39) and additivity applied to (2.36),

10,0909 (1 g1, (G0 + g(t)))’l Lip. (2.49)

2.4.2 Recursive approach

Here, the multilayered medium is the background and the target is the con-

trast. The contribution of the target can be computed by using (2.44)—(2.46)

where “bg” and “c” are replaced by “m]” (multilayered medium) and “t” (target)

respectively. Since the multilayered medium is composed of the soil and the

air located above it, the soil can be seen as a contrast in free space, and its
«»

contribution can be computed by using (2.44)—(2.46) where “bg” and “c” are
replaced by “fs” and “soil” respectively. Developing (2.15) accordingly yields:

L t) — p(ml) 4 p(t)
— ) 4 psoil) 4 () (2.50)

T il) r(ml mn)\ 7 ml,
=) 4 (Lar1) Rgso )lgch)l + (lEAT)Q) ﬁg)liﬂ?t)
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where for the middle term we have used the fact that H\™) = g% gyp
scripts “1” and “2” are introduced to emphasize the fact that current and field
basis that differ by shape and size can be used for the soil and target contri-
butions (they can also differ from those used in the total approach). By direct
application of (2.39) we have that

. —1
I = (L-HpG™™)  Lany (2.51)
ml, ml -1 ml
15t = (L-2R"eP) 1. (2.52)

Finally, it is shown in appendix A.3 that
-1
ml i
H™ = (L H,6"Y) Ay, (2.53)

(') p(6)

soil,l’ “Tsoil,l

To compute G*°V using (2.36), we need (e ), which are given by

(2.55) and its dual expression (section 2.4.4.2).

2.4.3 Comparison of both approaches

As in (2.50) contributions of the soil and of the target appear separately, we
can use current and field basis of different sizes and shapes for each problem,
which is not the case for (2.47). However, when using the same current and
field basis for the soil and target responses in (2.50), it is easy to demonstrate
that (2.47) and (2.50) are equivalent (appendix A.4).

For calculating the response of a contrast, the field impinging upon it should
be known on its whole surface. The soil surface is infinite, but if the soil is in
the far field of the antenna, it is sufficient to model the latter by a dipole and we
are still able to accurately predict the soil response [38]. This can be explained
by a simple geometrical optics (GO) reasoning. GO replaces the effect of the
soil by images of the radiating source, of which the first is obtained through
the first soil interface [42]. This image intercepts a small solid angle of the
radiation pattern, and therefore the current source must model correctly the
radiation pattern only on this small portion of solid angle.

For the response of a target in the soil, the reasoning above is not valid
anymore: it suffices that the target intercepts a wide solid angle, or that a
scanning is performed above the target, for a description of antenna radiation in
terms of a single dipole to become insufficient. In short, a single dipole modeling
the antenna suffices for calculating the soil response, while the radiation pattern
must be more precisely described for localized targets.
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On the contrary, if the antenna approaches the soil, its first image due to the
soil intercepts a growing solid angle of its radiation pattern, until the current
basis used does not predict accurately enough the fields impinging upon the
antenna image. Moreover GO will be invalidated if the soil is not in the far field
of the antenna anymore. In those cases a more complete current basis must
be used for calculating the soil response. Finally, the fields scattered by the
soil and coming back to the antenna will grow in complexity and need a more
complete basis for an appropriate description. But if the target still intercepts
a small solid angle of the radiation pattern, a simpler current basis can still be
used for calculating its response.

Finally, if the antenna is close to the soil to the point that modeling its
response would be very imprecise, the recursive formulation makes it possible
to measure the soil response, and characterize the antenna properties in the
presence of the soil, which still enables the computation of the target response.
For this characterization, a new calibration procedure should be defined. We
investigate the possibility of using a standard target placed in the ground.

2.4.4 Analysis of each contribution
2.4.4.1 Contribution of the free space

I'®) is generated by the reflections occurring within the antenna, and can be
obtained as in [38] by making a free space measurement. As it is characteristic
of the antenna, it is the third operational parameter of the model (after I,
and H f), and will be called H; in order to keep consistent notations with them.

2.4.4.2 Contribution of the soil

We will make use of (2.45) in (2.50) for computing I'®°) | as we cannot use
(2.46) for contrasts of infinite size. Equation (2.45) necessitates the knowledge
of fields (eézsl{ s hgﬁ% ) produced by the current basis function (ji,my).

We note that the total electric field at any point due to a current basis
(jx, my) can be computed using the multilayered media DGFs [27]:

o = [ (8 s+ G mi) a5
St (2.54)
=e§f53,k+/s (G5 30+ G - ) ds’

m’

where the electric field eéfi{ i is produced by the soil equivalent currents, and
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is therefore given by:
el = /S (Q(”“ +G5% . m ) s’ (2.55)

where g(s"“) = g("“) ?g%, and 35,"5/ f) — Eg’g/ %) (r,1') is the DGF that
links P-type field at r to Q-type current at r’ in medium (ml/fs). A similar

expression for hé(f:u% . can be obtained from the above equation by duality.
It has been shown in [22] that the main contrlbutmg term to g(s"‘” is due

to the air-soil reflection, and that it decreases as where r and r’ are

W’
the position vectors of the observation and source points respectively, with
the coordinate system being located on the air-soil interface. Therefore, the
magnitude of each “element” R\") of the soil response R(S"“) will decrease as

the inverse of twice the antenna height h above the soil, or and its associated

2h7

power will decrease as ﬁ

2.4.4.3 Contribution of the target

I'® will be computed by using (2.46) in (2.44). The equivalence principle allows
one to replace the contrast by equivalent currents (ju, mu), proportional to
the excitation fields (el(ml), hgml)) emitted by (j;, m;), and which radiate in the
outside and inside medium for the external and internal equivalent problem
respectively [43]. For the external (internal) problem, the physical fields are
produced outside (inside) of the contrast, and null fields are produced inside
(outside). Therefore, in the external equivalent problem, the contrast can be
replaced by the currents (jt,l, mt,l) radiating in the whole space filled by the

external multilayered medium. Hence the field eéf?l)

can be computed from
the currents (ju, mm) by using the DGFs pertaining to multilayered media
in a source-field relationship [27]. Practically, the mixed-potential source-field

relationship is preferred for its lower order singularities:

eV = —jw / K0 (r,x') - jou(r')dS’ — %v ES™ (r,x') V' - jea(r') dS’
St St

/ Gl (r,1r') - my(r')dS’ (2.56)
St

where IESI}I) is the DGF for the vector potential A, Kéml) is the Green’s func-
tion for the scalar potential ¢, and C_;(Emjéj) is the DGF which yields the electric
field due to magnetic current [27]. Similar expressions can be obtained by dual-

ity for héf?l) [27]. Combining (2.56) and their dual forms for th‘lﬂ) to the set of
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integral equations obtained from the internal problem, and enforcing boundary
conditions at the surface of the contrast yield a system of integral equations.
These integral equations can be combined in various ways [44], yielding sev-
eral formulations, such as the combined field integral equation (CFIE) or the
Poggio-Miller-Chang-Harrington-Wu-Tsai (PMCHWT) formulation.

A MoM code is used for solving the integral equation formulation, with
Rao-Wilton-Glisson (RWG) basis functions for the development of the un-
known target equivalent currents (j;;,my;) and for the testing of the inte-
gral equations [45]. The CFIE is used under its transverse-electric/transverse-
magnetic/normal-magnetic (tEtHnH) formulation (see section 3.7.3), because
the resulting matrix condition number was 1-3 orders of magnitude lower than
the CFIE tEnEnH or the PMCHWT formulations (for more details on the for-
mulations, refer to chapter 3). The multilayered medium is taken into account
through DGFs implemented following [27], obtained by Sommerfeld integrals
of the transmission-line Green’s functions and the use of the weighted-average
algorithm for their acceleration [46].

As said above, each element of the target response is expressed by the reac-
tion integral (2.46) of the excitation fields multiplied by the target equivalent
currents. By linearity, these equivalent currents are proportional to the exci-

tation fields. Since the latter decrease as %, where R is the distance between

R?
the antenna and the target, the target equivalent currents also follow the %
decrease rule. Therefore, the target reaction integral decreases as %, the tar-
get response magnitude also decreases as # and its associated power as %.
Remembering the discussion in the preceding section about the antenna height
influence on the magnitude of the soil response, we can deduce that, if the
antenna is lifted up, the magnitude of the target response will decrease faster
than that of the soil response. This will be numerically demonstrated in section

4.3.2.

2.4.5 Particularization to single current and field basis
function

We assume that “AT"” and “AS” have the same shape, and can be described
by a single basis function (jl, ml). Let us also choose the simplest field basis
function, a plane wave propagating vertically, and linearly polarized following
the E-plane of the antenna. If we assume that, on the aperture of the antenna,
the impinging wave has always the same shape, i.e. that of the field basis
function, the fields coefficient will be proportional to any linear operation, such
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Figure 2.3: Block diagram representation of (2.57). Target is embedded in a
stratified medium.

as (2.45), applied to the fields of this wave. Therefore, one can choose the
amplitude of the basis plane wave such that chl) = Rﬁ’, and (2.47) can be

particularized as follows by using (2.48) and (2.49):

H,

rmLb Y — g, + H, (Rs + R :
+ Hi (Rs T)l—Hf(Rs—FRT)

(2.57)

where Rg 2 R and Ry 2 R are given by (2.45) and (2.46) respectively,
and where H, £ 1)

Operational parameters H;, H? and Hy can be determined as described in
[38], by making measurements in free space and above a PEC plane (considered
infinite) at several heights, since for this configuration it is easy to compute
[l = P(PEC) “and IV = 0. Equation (2.57) shows that H; and H; will
depend through Rg upon the choice of the current distribution.

Equation (2.57) can best be understood by representing it under the form
of a block diagram as sketched at Fig. 2.3. This representation was first intro-
duced in [47] and later completed by the H transfer function in [38], in which
the multiple reflections between the soil and the antenna were introduced in the
model. The enhancements brought by (2.57) to the model of Lambot—which
is limited to the soil alone—are 1) the rigorous establishment of the analytic
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expressions for the different contributions to the GPR signal GPR, 2) the ad-
dition of the transfer function of the target Ry, and 3) the use of equivalent
currents distributions (j1, m;) allowing to account for the antenna radiation
pattern.

The modification of the amplitude and phase of the antenna equivalent cur-
rents due to the presence of the soil is accounted for by the multiple reflections
operational parameter H¢. However, as said in section 1.5, the model has not
been tested for an antenna-soil distance smaller than 20 cm and for frequencies
outside the band 0.8-3 GHz. In reality, if the antenna-soil distance is below
a given (unknown) limit for a given frequency, the distribution of the antenna
equivalent currents will be modified, as will the antenna internal impedance;
thereby, the validity and precision of the model will be affected. That limit has
not been studied in this work.

2.4.5.1 Dipole basis function

As in [38], let us take the simplest current basis function, a dipole of electric
current, located at the phase center of the antenna and directed along X:

(ji,m1) = (J1 §(r —rpe) %,0). (2.58)

J1 can be chosen to radiate a unit power. With this distribution, (2.45) and
(2.46) become respectively:

J? i
Rs = —719(532 (2:59)
J ~ ~A(m . s polm
Ry = —71 (X : Gfg}) “Je1 — X gSqu) 'mml) ds (2.60)
St

where G5 2 2G5 . % is the R-component of the electric field due to a -

directed dipole of electric current, and where the last equality is obtained thanks
to (2.58) and the reciprocity theorem. In presence of the soil alone, we get the
same as (1) in [38], which describes the radar response of the multilayered

medium excited by a dipole, where g| = —%ggjf}i

2.4.5.2 Huygens cosinusoidal basis function

To better take into account the radiation pattern, a current distribution ob-
tained analytically can be used. Such current distributions are developed for
horn antennas in chapter 12 of [39], where it is supposed that contributions
from induced currents on other parts of the antenna surface are negligible [36].
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Hence the equivalent currents distribution is limited to the aperture of the an-
tenna, and their amplitude distribution is the same as the fundamental TEq
mode for a rectangular waveguide having the same dimensions as the aperture;
a quadratic phase term accounts for the flaring of the horn transition. This
distribution predicts fairly well the main-beam of the far-radiation pattern and
the gain of the antenna; that precision is shown to extend to the sidelobes with
increasing frequency [36]. The currents are given by:

_ik (22 ¥2 1
(J1,mp) = Ey cos(%x) ez (=+5) <—n—§’a7fia) (2.61)
0

where Ej is a constant, x, y is the position in the aperture plane with (&a, ya)
being the corresponding coordinate system, k is the wavenumber, 7y is the
impedance of plane waves in free space, and «a, p1, p2 are geometrical parameters
of the antenna. When using this distribution, no simplification of (2.45) and
(2.46) can be made. An example of the operational parameters H;, H? and
Hy, obtained through a calibration for the cosinusoidal distribution, are shown
at Fig. 2.4.
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Figure 2.4: Frequency domain H; (—), H? (- —) and Hy (— - —) for the
cosinusoidal distribution.

2.5 Comparison of measured and simulated GPR

signals

In this section we compare measured and computed radar responses of targets
embedded within increasingly complex backgrounds: in free space, above a
metal plane, and finally buried in a sandbox. As the contribution of the target
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to the total radar response can be small, a significant modeling error of its
signature might be hardly noticeable in the the total signal. Therefore, we will
also compare the computed target signature Ry with its estimated counterpart
ﬁT, the latter being obtained by rearranging the measured radar response given

by (2.57) as follows:
—~ A(ml, t)

Rp = T AR Rs, (2.62)
where
a(ml, t) A Fr(rrlr:llést) - Hi
H? (2.63)
£ 35 +9r

is the estimated radar response of the soil and target, with the antenna inter-
nal reflections removed, and normalized by H?. Js and A7 are intermediate
quantities that can be seen as approximations of the soil and target signatures
ﬁs and ﬁT, with the multiple reflections not filtered out. They are defined
from (2.57) as follows:

~ A RS,T

s 1-Hy (Es—I—ET).

(2.64)

Similarly, for the soil we will present its computed Rg and estimated ﬁs, as
well as 7g. This presentation of the results allows for a validation of both the
accuracy of the complete GPR model and the proposed methodology for the
target radar signature extraction. Finally, it is worth mentioning that classical
background subtraction would only yield 47 but does not provide Rr.

2.5.1 Iron cylinder in free space

The free space configuration serves a double objective: 1) to assess the valid-
ity of the target contribution I'*) in (2.57), and 2) to validate the free space
module of the MoM numerical algorithm used to compute the target equivalent
currents.

The experimental setup corresponding to Fig. 2.5 consists of an iron cylin-
der of diameter 11.7 cm and height 6.3 cm, placed at nadir of the horn antenna,
24.3 cm away from the aperture. Fig. 2.5 (b) shows that operational parameter
H; is responsible for the first reflections in the time domain (antenna feed and
aperture). Obviously, the radar response of the target has a smaller contri-
bution to the total radar signal than the internal reflections. This is however
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Figure 2.5: Top: (a) frequency and (b) time domain measured (—) and com-
puted (— —) TS Y for iron cylinder in free space. H; (- - —) is shown for
comparison. Bottom: (c) frequency and (d) time domain 37 (- —), Ry (- -
-) and Ry (—). Since T V) is measured at the waveguide-antenna connector
and A1 or ]?ZT are quantities estimated on the antenna aperture, arrival time
of cylinder signal differs between (b) and (d).

not crucial, since H; is stable in time and can easily be subtracted from the
total signal. Nevertheless, minimizing H; is a main concern in the design of a
monostatic GPR antenna.

Fig. 2.5 (c) demonstrates the effect of extracting Ry by using (2.62): it
shows that ET is “closer” to its computed counterpart Rr than 5. The fil-
tering of the multiple reflections could still be improved by using more field
basis functions, as we attribute the remaining error to the shape of the wave-
front scattered by the target, which differs from a plane wave. Indeed, the
antenna-target first multiple reflection has not been completely filtered from
Ry. However, while this is obvious at Fig. 2.5 (c) in the frequency domain, it
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Figure 2.6: (a) Physical configuration for offset iron cylinder experiment.
Dipole and cosinusoidal radiation patterns are schematically sketched. Cen-
ter of cylinder is located at 35° away from main lobe axis. (b) Time domain
') of offset iron cylinder: measured (—), computed for cosinusoidal (— - —)
and dipole (— —) distributions.

is much less visible in the time domain as seen at Fig. 2.5 (d). Note that oper-
ational parameter H? introduces a delay, hence filtering it out from I'™: ) for
obtaining 37 or Rr—e.g., going from Fig. 2.5 (b) to Fig. 2.5 (d)—will modify
the arrival time of the cylinder response. In fact, (¥ t) is measured at the
waveguide-antenna connector, while 1 or FZT are quantities estimated on the
antenna aperture, since H? is the transfer function of the round-trip between
the waveguide-antenna connector and the antenna aperture.

To compare the dipole and cosine models, free space experiments were done
with the iron cylinder gradually shifted away from the antenna main lobe axis.
Fig. 2.6 shows that, if the target is moved away the main lobe axis, the dipole
model overestimates the radar signal, while the cosinusoidal model behaves
correctly. This is because the cosinusoidal model predicts much better the
antenna radiation pattern than the dipole. Moreover, the cosinusoidal model
takes into account the variation of this pattern with frequency.

2.5.2 TIron cylinder above a metal plane

This configuration is a simple test where all terms in (2.57) and the multilayer
module of the MoM algorithm are involved. We used the iron cylinder of
diameter 11.7 cm and height 6.3 cm, placed at nadir of horn antenna at 18.7
cm away from the aperture, above a metal plane (supposed infinite) placed
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Figure 2.7: Measured (—) and simulated with Hy # 0 (- - —) and with Hy =
0 (- —) radar signals (™ %) — H; of iron cylinder above metal plane. (a)
Cosinusoidal and (b) dipole distribution.

at 37.9 cm from the aperture. Fig. 2.7 (a), which concerns the cosinusoidal
distribution, validates (2.57) and shows that little error is made in removing
the contribution of H; from Fﬁrﬂf;‘g;’.

Comparison between Fig. 2.7 (a) and (b) illustrates the need for having a
more “physical” antenna current distribution than the electric dipole of current.
With the dipole model, the metal plane reflection is overestimated because
the real radiation pattern is more focused. Therefore, because the solid angle
subtended by the cylinder covers a large part of the beamwidth, the cylinder
intercepts in reality more of the radiated power than what would be the case for
the dipole. Therefore the cosinusoidal distribution better predicts the power
incident on the metal plane. Moreover, if one compares the late time signatures
of Fig. 2.7 (a) and (b), it can be seen that the multiple reflections are better
filtered out by the cosinusoidal model than by the dipole model.

2.5.3 Iron cylinder buried in a multilayered medium

This test is the next logical step with regards to the setup complexity. A
schematic drawing of the experiment configuration is given at Fig. 2.8. The
complex relative permittivity of the soil was obtained from a radar measure-
ment and by using the method of Lambot et al. for the soil EM parameters
extraction [38], and was found to be &, = 4.4 — j0.33 in the frequency band
(1-3 GHz).

Fig. 2.9 shows that the agreement between }A%S,T and their computed coun-
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Figure 2.8: Locations and corresponding round-trip times of the different ele-
ments of the buried iron cylinder experimental setup (drawing not on scale).

terparts Rg r is very good. Moreover, the time information of Fig. 2.9 (b) and
(d) for Rs and Ry corresponds exactly to that given at Fig. 2.8. Finally, the
filtering of the multiple reflections does not seem to induce significant changes
from g r to ﬁs,T.

2.5.4 Air-filled target buried in a multilayered medium

This test validates the entire radar model and the MoM algorithm for pene-
trable scatterers. The setup is similar to that of section 2.5.3. It consists in
an air-filled cylindrical target, of 5 cm in height and 10 cm in diameter, buried
2.5 cm deep in a multilayered medium with three layers: air, dry sand layer of
14.5 cm thickness, and a metal plane for controlling the boundary conditions.
The complex relative permittivity of the soil was found to be ¢, = 2.55 — 50.0
in the frequency band (0.8-3 GHz). The antenna aperture is at 26.8 cm from
the sand surface. Again, the time information of Fig. 2.10 (b) and (d) for Rg
and Ry corresponds to that given by simple paths lengths calculations.

Fig. 2.10 shows the accuracy of the entire radar model, as Rs (top) and
Ry (bottom) agree very well with their respective computed counterparts. The
magnitude of Rg is in average larger than that of Rp. This can be explained
by the fact that the target scatters less energy than the soil, especially for large
antenna-target distance and/or small soil-target dielectric contrast. Further-
more, the target signal is caused by excitation fields that have to go through
the air-soil interface, are scattered by the target, and those scattered fields have
to cross the interface again before being picked up by the antenna.
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Figure 2.9: Top: (a) frequency and (b) time domain Js (— —), Rs (- - —) and
computed Rs (—). Bottom: (c) frequency and (d) time domain 31 (- —), Ry
(— - =) and computed Ry (—).

As seen in (2.57), the magnitude of the scattering currents induced by the
multiple reflections is dictated by the product HyRs and H; R respectively for
soil- and target-antenna multiple reflections. H is relatively significant for our
antenna (see Fig. 2.4) and, as just said, Rg > Rr. Moreover, the soil multiple
reflections act on soil and target contributions. Therefore, Fig. 2.10 (a) shows
a large improvement of the soil signature estimation when the antenna-soil
multiple reflections are filtered out of 7g, while Fig. 2.4 (¢) demonstrates that
the filtering of both multiple reflections from Jr improves the result, but less
significantly for the antenna-target multiple reflections.
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Figure 2.10: Top: (a) frequency and (b) time domain 35 (— =), Rs (- - —)
and computed Rs (—). Bottom: (c) frequency and (d) time domain Y1 (— —),
Ry (- - =) and computed Ry (—).

2.5.5 Multibody buried in a multilayered medium

It is interesting to see how the response of the target is modified by the presence
of another close-by scattering body. In this regard, an experiment involving
an air-filled Tupperware (the desired target) and a metal parallelepiped (the
clutter) buried side-by-side was performed. The geometry of the experiment is
depicted at Fig. 2.11. The resulting target is therefore the “multibody” com-
posed of the Tupperware and the parallelepiped. Fig. 2.12 (a) shows that, be-
sides an unexplained discrepancy between 1.7 and 2.2 GHz, agreement between
estimated and computed radar responses of the target is good. We must also
note that the filtering of the multiple reflections does not enhance significantly
the extraction of the target signature.

Finally, in order to see which part of the target contributes most to the com-



2.5 Comparison of measured and simulated GPR signals 53

antenna aperture

tupperware (3.5 cm deep)

E 15.2 CIIEl

TC—HII_ _l }_)]_E)_C_l;z;rallelipiped (2.5 cm deep)
—

4 cm

Figure 2.11: Locations of the different elements of the experimental setup
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Figure 2.12: (a) Comparison of 4t and Ry with computed Rr. (b) Compar-
ison of total Ry with radar responses of Tupperware and parallelepiped taken
separately, and with cumulated Tupperware and parallelepiped radar responses
but where mutual interactions have been ignored.

plete radar signature, we have computed the Tupperware and parallelepiped
signatures separately. Fig. 2.12 (b) shows that neither of these signatures re-
sembles the signature of the multibody system. However, the signal made up of
the addition of these two signatures—which is the multibody signature but with
the interactions between the Tupperware and the parallelepiped neglected—is
close to the true multibody signature. This result is however particular to the
experiment, and we cannot extrapolate it to another situation.
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2.6 Summary and perspectives

The setup of an accurate model of a monostatic SFCW GPR in presence of
buried targets has been presented. The antenna is described by its current dis-
tribution and by operational parameters that describe the complex radiation
processes occurring in the presence of the soil and target. These parameters
can be estimated by a simple calibration procedure, obviating the difficulty
of setting up a precise numerical model of the antenna. The model, derived
for arbitrary antenna equivalent current distributions, has been applied using
dipole and cosinusoidal distributions. It yielded very good quantitative simi-
larities between estimated and simulated target signatures, especially for the
cosinusoidal distribution, thereby validating the complete radar equation and
its associated methodology for signature estimation, as well as the numerical
algorithms used in the computations. The results also showed that accounting
for the antenna-soil and to a lesser extent antenna-target multiple reflections
in the process of target signature estimation slightly enhances the quality of
the signature estimation with respect to a classical background subtraction.
Finally, the decoupling of the antenna and target modeling allows for a great
modularity in the use of the complete model, as the soil and target radar re-
sponses Rs and Ry can be computed independently and combined in (2.57)
with the operational parameters H;, H; and H; resulting from the characteri-
zation of a given radar system for having its complete simulated I'.

We did not investigate the effect of the soil roughness on the GPR responses.
This is however perfectly possible without modifying the model. The compari-
son between measured and simulated radar responses would then port solely on
their respective statistical properties, since they both become random variables
(see section 1.5 for a more detailed discussion).

The GPR model has been experimentally validated for antenna heights
above the soil ranging from 40 cm down to 20 cm, and for a frequency band
of 0.8-3 GHz. The lowest height to which the model is still correct for a given
frequency has not been investigated, and the model remains to be validated—or
modified—for antenna heights above the soil of a few centimeters.

Finally, it must be recalled that horn antennas have a phase center whose
position w.r.t. the aperture varies with the frequency [39]. Although the effect
of the phase center position on the phase of the aperture equivalent currents is
characterized through a calibration, it is possible that it causes an additional
error in the soil radar response computation. This, combined with the fact that
the ridged-horn antenna is a strong scatterer, pleads in favor of using a more
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appropriate antenna such as a bow-tie.

Future works include the extension of the model to bistatic and multistatic
systems. The extension to more general antenna currents and incident fields,
and the corresponding generalization of the characterization procedure, is also
foreseen, this for taking into account multiple reflections in case of scattering
by targets located away the main beam axis. In order to simplify the char-
acterization we consider the possibility to partly compute H, by numerical
modeling of the antenna.






Chapter 3

Target numerical

electromagnetic modeling

3.1 Introduction

Recently, research has focused on studying the scattering of multiple inhomo-
geneous bodies embedded in a homogeneous medium via the MoM [48, 24, 49].
More recently, the generalization went one step further when Taskinen et al.
tackled thoroughly the problems caused by junctions [50], which arise when
dielectric bodies interpenetrate each other. On another hand, Carin et al.
explored the problem caused by a homogeneous body (PEC or dielectric) em-
bedded in a two-layers medium [33]. However, no publications are available for
multiple scatterers, possibly inhomogeneous, embedded within a multilayered
medium. Yet the possibility of studying the scattering by inhomogeneous bod-
ies is necessary if, for example, one wants to evaluate the effect of an air void
within the target on its radar response (see section 4.3.5).

This chapter deals with the establishment of the surface integral equations
(SIEs) for multiple perfectly conducting (PEC) and penetrable inhomogeneous
scatterers embedded in stratified media. The integral equations systems will be
exposed with gradual generality. In section 3.2 the Huygens surface equivalence
principle is established for homogeneous and stratified medium. These results
are used in section 3.3 for establishing the SIEs for homogeneous bodies (PEC
and dielectric) embedded in multilayered media. Sections 3.4 and 3.5 go one
step further by deriving these STEs for inhomogeneous bodies. As the resulting
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systems of SIEs contain more equations than unknowns (which are the surface
equivalent currents), it is necessary to combine these equations in order to
equate their number to that of the unknowns. This is done in section 3.6.
Finally, section 3.7 develops the MoM solution for the various formulations of
the system of SIEs, and section 3.8 concludes this chapter.

3.2 The Huygens surface equivalence principle

3.2.1 Derivation for homogeneous media

Figure 3.1: Two regions I'y and I's separated by mathematical surface S.

The derivation of the surface equivalence principle is inspired from [51,
chapter 1], but is presented differently here. To derive the surface equivalence
principle, consider the hypothetical situation depicted at Fig. 3.1, which shows
two regions of space separated by a mathematical surface S. Region 1 is ho-
mogeneous, with EM parameters €; = €ge,1 and p1 = popr1, whereas region
2 contains perfect electric conducting (PEC) and dielectric inhomogeneities
characterized by €5 = €per2, io = popire. €4; and p,; are respectively the rel-
ative dielectric permittivity and magnetic permeability of medium 4. A first
source (J 1, Ml), located in I'y, radiates in homogeneous space with the same
EM parameters as I';, and produces fields (El, H1) throughout I';. A second
source (J 2, Mg), located in I'1, radiates in the presence of the inhomogeneities
and produces fields (Eg, Hg) throughout I'y. In Peterson et al. [51], the source
(J 2, Mg) was considered located in 'z, which leads to a different expression of
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the surface equivalence principle. We will compare our result to those derived
in [51] at the end of this section. The fields of both sources satisfy the radiation
condition at infinity (S)-

Throughout I'y, Maxwell’s curl equations can be written

V x El = —jmel — M1 (31)
V xH; = jwe1E1 + J1 (32)
V x EQ = —jw,u,lﬂg — M2 (33)
V x HQ = jwalEg + JQ. (34)
Therefore, in I'; we can construct the following equations:
H2 -V x E1 = —jw,u,lﬂg . H1 — H2 . M1 (35)
Es -V XxH; =jweiEy-E; +Eq - J; (36)
H1 -V x E2 = —jmel . Hg — H1 -M2 (37)
El-VXngjw€1E1-E2+E1-J2. (38)

By combining these equations, we obtain:

HQ-VXEl—El-VXH2+E2'VXH1—H1-VXEQZ
—jwlLLlHQ'Hl—HQ'Ml—jw€1E1'E2—E1'J2
+ jwe1Ey - E) + Ey - J1 + jwpiHy - Hy + Hy - Mo (39)

which can be further simplified as
V(El XHQ—EQ XHl)ZEQ'Jl—Hg'Ml—El-J2—|—H1-M2. (310)

Eq. (3.10) is the Lorentz reciprocity theorem [43]. Integrating both sides of
(3.10) over I'; and applying the divergence theorem

//FlV-de://SQ.ﬁdS—&-//SOOQ.ﬁdS (311)

where the normal vector n points outside I'y, produce

// (E1XH2—E2XH1)'ﬁdS:
S

/// (EQ'Jl—HQ'Ml_El'J2+H1'M2) d?}. (312)
I'y
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Thanks to the vector identity c- (axb) = (c xa)-b = (—-axc) b, (3.12)
can be rewritten as

/A(El'(—ﬁXHg)—Hl-(—EgXﬁ)) ds =
//‘/F (Eg-Jl—Hg-Ml—El-J2+H1-M2) dv (313)

which is a generalized statement of reciprocity. Now, let us suppose that the
sources (J1, M) are

Ji=h6(r—1") (3.14)
M, =0 (3.15)

where r denotes the source point in region 1, and r’ represents the integration
variable in (3.13). For these sources, (3.13) can be rewritten as

a- E2|r:/‘/5 [El-(—ﬁXHg)—Hl'(—Eg Xfl)] dS/

i ///p (Er-J2 —H;-My) v’ (3.16)

where E; and H; are the fields produced at location r’ in an infinite homoge-
neous space by sources (J 1, Ml) located at r. These fields can be obtained in
terms of the homogeneous space Green’s function by the following source-field
relationships [51]

VIV k2 [ emikalr=r|
E(r) = L1 3.17
1) Jwel <u 4 |r —1/| (3-17)
, , e—jk1|r—r'|
H =V i— 3.18
1(r) % u47r|r—r’| ( )

where k1 = w,/e111. Note that the derivatives are taken with respect to the
prime coordinates. However, thanks to the symmetry of the Green’s function,
it is easily shown that

—, A efjk1|r7r'| A efjk1|r7r/|

v/ . e—jk1|r—r’| v Ae—jk1|r—r’| 390
Xl t—— | =-Vx [0G——+]. .
u47T|r—r’| u47T|r—r’| (3:20)



3.2 The Huygens surface equivalence principle 61

With this in hand, (3.16) becomes

. 2 fjk1|r7r'|
:// VV- tky (ﬁe >-(—ﬁ><H2)
s

Jjweq 4 |r —r'|
v (07N |y oy as
+V x u47r|r—r’| - (~E2 x 1)
c k2 —Jjk1 |I‘*I‘/| —jk1 |r7r'|
+/// YV (g8 ) 3V x [a—— | M| v
r Jjweq 4 |r — r'| 4 |r —r'|

(3.21)

The derivations appearing in the surface integral of (3.21) are taken with respect
to the unprimed coordinates, while the surface integration is to be performed
in primed coordinates, with (Ez, Hy) functions of these primed coordinates.
Therefore, the first term of the surface integral in (3.21) can be modified using:

eIk [r—r'| o o [emlr—|

—AxHy) - VV- i (A xHy) o om |
(=0 x Hy) - ( 47r|r—r’|> ZX o 2)5:101'5U<47T|I'_rl|
efjk1|r7r'|

auZaml R

) A efjk1|r7r'|
8- VY- [ (cAxH) S

47 |r — r/|

(3.22)

where {x;} denote the three Cartesian variables and v is a variable defined
along 0. Furthermore, the second term of the surface integral in (3.21) can be
modified using vector identities and the fact that @ is a constant:

efjk1|r7r'| efjk1|r7r/|
) g SN e 1 q-(—E .
V x u4ﬂ'|r—r’| (—Eo x )=V pryr— x - (—Eq2 x 11)
e—jk1|r—r’|
—a v [ ) X (—E. x &)

4 |r —r'|

efjk1|r7r/|
0V x [ (CEax i) ).

i
(3.23)

Proceeding in the same way for the terms in the volume integral, substitut-
ing these results in (3.21), and moving the derivatives taken with respect to
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unprimed variables out of the surface and volume integrals yield:

2 —jk1|r r|
ﬁE2| =1- Vv +k // IlXHQ dSl
Jjwer eyl

r
*]k1|l‘*l‘| k2 7]k1|r r|
—4Vx /(—ngﬁ)eildS’ a. VYt /// Y
5 4r|r — /| Jwer r, 47T|I‘—I‘|

\Y el dv’. (3.24
v fff w T a ay

Since @ was arbitrary, we can withdraw it from (3.24) to obtain:

- k2
Ey|, = % (Gi(r,x'), —fa x Ha(r')) g — V x (G (r,v") , —Ea(r') x fi)g
VYV - +k?
+ ]Tll (Gi(r,x"), Ja(r"))p, = V x (Gi(r,r) ,Ma(r)),  (3.25)
where )
Gy(r,v') = el 3.26
V) = e (3:20)

In (3.25) we have introduced the following compact notation [27]:

(G(r,r"), F(r")p £ ///F F(')G(r,r") dr, (3.27)

where (,) denotes an integral of product of two functions G(r,r’) and F(r’)
separated by the comma over their common spatial support I', with a dot or a
cross over the comma indicating a dot or a cross product (if F' and G are vector
quantities). Field Hy can be obtained from (3.25) by duality. Eq. (3.25) is a
statement that the fields (Ez, Hy), produced by the sources (J2, M3) radiating
in presence of the inhomogeneities contained within S, can be expressed in the
form of an integration over tangential fields on the surface S of region 2, to
which is to be added the direct contribution of the sources as if radiating in
the homogeneous space filled by €1, 11. We can indeed recognize in the volume
integration term the well-known source field relation for the electric field in a
homogeneous medium [51, p. 7]:

VV - Ay +k2A,

Jwer

E =

—V x Fy (3.28)

where Ao, the magnetic vector potential, and F5, the electric vector potential,

are given by a three-dimensional convolution:

As(r') = (Gi(r, 1), J2(r)) (3.29a)
Fo(r') = (Gi(r,r'), Ma(r)) (3.29b)



3.2 The Huygens surface equivalence principle 63

Moreover, if we define

Js £ —fi x Hy (3.30)
Mg £ —E; x 1, (3.31)

it is immediately apparent from the similarity between the surface and volume
integration in (3.25) that Eg}r is the sum of the fields produced by

e the surface current densities (J 5,1\/[5), located on S, which radiate in
homogeneous space having constitutive parameters €1, 11

e the current densities (J 2, Mg), also radiating in homogeneous space hav-

ing constitutive parameters €1, 1.

A last remark concerns the derivation done in [51], where the source (Jz,
Mg) was supposed to be located inside I'y. This makes disappear the volume
integral term in (3.25), leaving only the surface integration contribution. This
property is a fundamental theorem of electromagnetics, called the Huygens
surface equivalence principle: the effect of the source inside I'; is described by
the surface currents densities (J S, MS), which are therefore “equivalent” from
the point of view of an observer located outside I';. This explains the name of
this principle.

3.2.2 Huygens surface equivalence principle for stratified
media

At the preceding section, we have seen how currents (J 2, Mg), together with
equivalent currents (J 5,1\/[5), were used for “representing” through source-
field integral relations Eo and Hs in T';. Although derived for a homogeneous
I'1, (3.25) is in its principle not different for a multilayered medium, i.e., a
medium having its constitutive parameters e, homogeneous following two
perpendicular directions, but step-changing following the third axis; however,
the source-field relationship used within must be modified to account for this
stratification. Namely, the relationships linking fields E and H to currents J
and M are [27]:

E(r) = (G"/(r,x'); I(r))) + (G"M(r,1'); M(1r)) (3.32a)
H(r) = (G"7(r,x'); J(r))) + (G" (r,x') ; M(r')) (3.32b)

where the integration is performed on the spatial support of the sources.
GFQ(r,r') is the dyadic Green’s function linking P-type fields at r to Q-type
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EN—4, UN—4 \

Figure 3.2: Same configuration than Fig. 3.1, but with I'y having stratification

of EM parameters €, i along one azxis. N is the number of layers.

currents at r’, and they are detailed at section C.1. Using these source-field
relationships and definitions (3.30)—(3.31), (3.25) can be rewritten as:

Bol, = (@ (r.0') cds () + (@ (0) M ()
+ (G (0,1); Ja(x)), + (GFM (x,1) s Ma(x)) (3.33)

As usual, a dual expression for Hy can be obtained by making the appropriate
replacements of symbols (see section C.1).

In view of the hypersingular behavior of G¥/ and G™ when r approaches
r’, which renders them of awkward use in numerical algorithms, it is preferable
to use the mixed-potential source-field relationships in (3.33) [22, 27]. Using

(C.9) for rewriting G¥7 allows us to rewrite (3.33):

L
5 jweo

+(G"M(r,x') i Ms(r')) g
Lt
v jweg
+(G"M (xr,r"); M(r))

E|, = —jw (K (r,x'); Js(x')) V(K®(x,r'), V' Js(r'))g

(3.34)

— jw <KAJ(I', r’) ;Jg(r’)> \Y4 <K(I>(r7 '), V. Jg(r’)>r1
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and its dual expression for Hj is likely found:

— 1
Hy|, = —jw (KFM(r,r) ;Ms(r’)>s +

V(K¥(r,x'), V' - Ms(r'))

Jwiio
+ (G (r,r); Is(x)))
— jw (KFM(r,r'); Mo(r)). + jwluov (KY(r,x'), V- Mo(r))
+ (G (1) 3o () 1,
(3.35)

In (3.34) and its dual form, K47 and KFM are the DGFs for the corrected
vector magnetic and electric potentials respectively and are given by (C.15)
and it dual form, and K® and KV are the scalar potential kernels for the
electric and magnetic fields respectively, yielded by (C.16) and its dual form.

3.2.3 Application of the equivalence principle: construc-
tion of an exterior equivalent problem

Figure 3.3: Electromagnetic source in region 1 radiating in presence of inho-

mogeneities located in region 2. Mathematical surface S separates two regions.

Consider Fig. 3.3, which shows a source (J 1 Ml) radiating in the presence
of inhomogeneities located in region 2. Fields produced in region 1 and 2 are
denoted (E;,H;) and (Ez, Hy) respectively. Now, let us place on S equivalent
sources Jg and Mg satisfying

Js &2 naxH; (3.36a)
Ms 2 E; x i (3.36b)
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where fi is the outward normal to S (Fig. 3.4). According to the equivalence
principle, mathematically expressed by (3.25) and its dual form for H, the com-
bination of the original and equivalent sources produce fields (El, Hl) identical
to those of the original problem. The fields in region 2 are not identical to those

I
. (EyHy)
/// \\\MS Ml
, PEC "\ \‘{ \\
\‘ FQ \\/E
. (0,0) :\JS

Figure 3.4: Intermediate step in construction of equivalent exterior problem
associated with Fig. 3.3. Equivalent sources Jg and Mg are introduced on S
and are combined with (Jl,Ml) to replicate (El,Hl) in region 1. Null fields
are produced in region 2.

of the original problem: this is due to the change of boundary conditions for
the fields (E1,H;) caused by the introduction of (Jg, Ms). In fact, null fields
are produced within region 2. This effect is called the extinction theorem.

Since the fields within region 2 of the modified problem vanish, any inhomo-
geneity contained therein may be replaced at will without affecting the fields in
region 1. For example, one could remove all inhomogeneities contained within
region 2, and replace all matter by the constitutive parameters 1, 11 (or by
the e, u corresponding to the stratification of I';). This approach leaves us
with sources (J;,M;) and (Js,Mg), radiating in a homogeneous (stratified)
medium, and producing the original fields in region 1 and null fields in region 2.
This is often the approach followed in practice, since it effectively replaces the
original problem involving complicated inhomogeneous media with a problem
involving sources radiating in a homogeneous (stratified) space, from which the
fields can be calculated by using the homogeneous space (multilayered space)
Green’s functions in the source-field relationships. Note that Jg and Mg are
still unknowns that need to be determined. The objective of the next section
is to establish equations for these unknowns that can be solved by a numerical
method.
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3.3 Surface integral equations for homogeneous
bodies

3.3.1 Surface integral equations for perfectly conducting

surfaces

EN; UN

EN-1, UN—-1

Figure 3.5: Original problem involving a PEC scatterer embedded in o stratified

medium.

Figure 3.5 shows a perfectly conducting (PEC) closed surface embedded in
a multilayered medium. Let us call (E¢, H'"¢) the fields due to the sources
(J1,M;) as if radiating in the absence of the scatterer. They are given by
looking at (3.34), with (J2,M3) now replaced by (J1, M;):

L
T jweo

+ (@M (r,x') s My (Y)),, (3.37a)

E"¢(r) = —jw <EAJ(r, r') ;Jl(r')> v <Kq>(r, '),V Jl(r’)>1,1
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1
Jwito
+(G" (r,x") ;Jl(r')>1,1 . (3.37b)

H™(r) = —jw (K"M(r,1") ;Ml(r/)>Fl + V(K (r,x'), V- Ml(r')>Fl

ENy UN
EN-1, UN—-1 AN (E, Hy)
4 \ N

/I S-a_-rT TS

g PEC !

l\ (E27 HZ) = (0, 0) /I
EN-2, UN—-2 \\ //\\n

Js =1 X Hl

EN-3, UIN-3

Figure 3.6: Equivalent exterior problem associated with Figure 3.5. An equiv-
alent source Jg is introduced along the location of the conducting surface, and
the conductor is replaced by a homogeneous medium with the same constitutive
parameters as the exterior region.

(El, H1) are the fields radiated by (J 1, Ml) in the presence of the scatterer.
Let us place equivalent sources (J S, Ms) on a mathematical surface enclosing
the scatterer, with fi being the normal to that surface. On the surface of a
PEC, (El, Hl) must satisfy the boundary conditions

AxE; =0 (3.38a)
i x Hy = Js. (3.38b)

Consequently, if we allow the mathematical surface S supporting the equiva-
lent currents to shrink until it coincides with the surface of the scatterer, the
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equivalent sources become

Mg =0 (3.39a)
Js =f x Hy, (3.39Db)

which, when combined with (J1, M), will produce the correct fields (E1,H;)
outside of the surface S and null fields inside (as the inhomogeneity is a PEC,
the null fields are also correct, therefore the interior equivalent problem is
described simultaneously). As the fields inside the scatterer are zero, this latter
can be replaced by the surrounding medium (Fig. 3.6). Therefore the equivalent
sources (Js, Mg) radiate in the absence of the scatterer, which allows for the
use of the DGFs for determining the fields generated by them. Making use of
(3.37) and (3.39) in (3.34) yields the following equations:

WEeo
H, = H™ +(G";Js) (3.40Db)

E, = E™ — jw (K" Js) + V(K® V' Js)g (3.40a)

which have been defined as the integral representation of fields (El,Hl) by
Morita et al. [52]. In (3.40) the fields are evaluated at r outside of S. Finally,
evaluating the fields for r located on S and enforcing the boundary conditions
(3.38) yield the following equations:

A x E" =h x {jw (KA Js)g — ——V(K® V' JS>S} (3.41a)

jw<€0 S

fx H™ =Js —a x {(G";Js)s} . - (3.41b)

These expressions are two integro-differential equations for the unknown equiv-
alent surface current density Js. Eq. (3.41a) is a mixed-potential form of the
electric field integral equation (EFIE), and holds only for points located on
S. The term “mixed-potential” stems from the use of potentials 47 and K®
instead of GF7. The resulting name of (3.41a) will be electric mized-potential
integral equation (EMPIE). Similarly, (3.41b) is the magnetic mized-potential
integral equation (MMPIE), and is to be enforced at an infinitesimal distance
outside the scatterer surface (ST) [51].

Any of these two equations can be solved to produce the unknown equivalent
source Jg. Once Jg is determined, the electric and magnetic fields everywhere
may be found from the source-field relationships in stratified media presented
previously, by combining fields due to Js and (E"¢, HI"®). In case of a planar
scatterer, only the EFTE may be used, as the MMPIE is limited to closed bodies
[51, p. 18].
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3.3.2 Surface integral equations for homogeneous pene-
trable scatterers

3 1 Z 1
M, M,
ENs N / ENs N /

EN-1; UN-1 ;\‘\\ (E1, Hy)
N Y
. (Ex,Hy) =(0,0) !

EN—2; AN—2 \\ “/%\\n

\V\‘\‘;*/’”'—/ s =Eixn
Js, =0 x Hy

EN-3, IN-3 EN-3, IN-3

(a) (b)

Figure 3.7: (a) Original problem involving a dielectric scatterer with EM pa-
rameters €, and [, embedded in a stratified medium. (b) Equivalent exterior

problem.

Fig. 3.7 (a) depicts a homogeneous and penetrable target illuminated by a
source (J 1, Ml). Region 1 is a stratified medium and region 2 is characterized
by constant &, = eogre, it = poprt- (E1,H;) and (E2, Hy) are the fields
produced in regions 1 and 2 respectively. We wish to define the equivalent
currents on the scatterer surface that yield equivalent problems for both the
outside and inside of the scatterer.

As shown at Fig. 3.7 (b), the exterior equivalent problem is constructed by
placing equivalent sources (Jg,, Mg, ) accordingly to (3.36) on S:

Js, = x H; (3.42a)
Mg, = E; x i (3.42b)

According to the equivalence principle, these sources, combined with the orig-
inal sources (J 1, Ml), produce the correct fields outside of S and null fields
inside S. The interior of S may therefore be replaced by the stratified medium
without changing the fields outside of S, and thus the exterior equivalent prob-
lem is constituted by the sources (J1,M;) and (Js,,Mg,) radiating in the
stratified medium in the absence of the target. Making use of (3.37) and of
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(3.42) in (3.34) yields the following integral representations of (E1,Hy):

E; = E™ — jw (KA Js) g+ —V(K® V' - Js) g + (G"M: Ms)

(3.43a)

Jweo

H, = H™ — jw (K", Mg) , +

V(K" V' -Ms),+(G":Js)g
(3.43b)

Jwho

where the fields are evaluated at r outside of S. The integral representation
for H; can be obtained from its E; counterpart by duality (see appendix C.1).

Ety [t
. (B, Hy) =(0,0)
\ s
€0 e ;
(B2, Hy) 4
¥ ===""M;, = E; x (-)
Js, = (-n) x Hp

Figure 3.8: Interior equivalent problem associated with Fig. 3.7 (a).

The interior equivalent problem is depicted at Fig. 3.8, where sources (J Sy
My, ) are defined according to (3.42) but with regards to the interior fields
(Eg, Hg) and with the normal pointing inside region 2:

Js, = (—1n) x Hy (3.44a)
Mg, = Eo x (—1). (3.44b)

Radiating in the absence of the original source (J 1, Ml) (see section 3.2), these
equivalent sources replicate the original fields throughout region 2 and produce
null fields throughout region 1. Therefore, alike the procedure followed for the
exterior equivalent problem, one can replace the multilayered EM parameters
of region 1 by those present in the target, i.e. €, and pu;, without changing the
fields in region 2, thus converting the problem to one involving infinite homo-
geneous space. Therefore the interior equivalent problem is constituted by the
equivalent sources (Jg,,Mg,) radiating in homogeneous medium having con-
stitutive parameters e, ;. Using (3.44) in (3.25), with the part corresponding
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to (Ei“C, Hi“C) suppressed since (J 1, Ml) are absent in this configuration, we
obtain the integral representations:

_ VV.-+k}

E, - (Gi,ds,) g — V x (G, Mg,) g (3.45a)

JWE

VV - +k?

H2:.7t<Gt,Ms2>S+VX (Gi,Is,)g (3.45b)

Jw

where
e—jkt|r—r'|
= 4

YT 4 e — /| (3.46)

and k; = w,/g¢pie. The fields are evaluated at r inside of S. If the inside of the
body is a inhomogeneous medium for which we possess DGFs—for example a
spherically layered structure or a medium stratified following one direction—,
the integral representations (3.45) have to be modified accordingly.

The continuity of the tangential part of fields E and H on S dictates that

Js, = =Js, (3.47a)
M51 = _MS2 (3.47b)

and therefore only one set of unknowns, for example (J Sl,Msl), must be
determined. Finally, approaching the observation point at an infinitesimal
distance from S for the outside and inside equivalent problems and plugging
(3.43) and (3.45) into (3.42) and (3.44) respectively yields two coupled EMPIEs:

ﬁin"C:—Mgl—ﬁx{—jw(KA‘];JSl}S—i— V(K® V' Js,)4

Jjweo

+ <§EM3 MS1>S }
S+

(3.48a)

VV - +k?

OZMsl—le{ .
Jwe

(G ds.)s — ¥ x <Gt,Msl>S}
.
(3.48b)

where for (3.48b), (Js,, Mg, ) have been replaced by (—Jsg,, —Myg, ) according
to (3.47). Egs. (3.48a) and (3.48b) are evaluated at an infinitesimal distance
outside and inside the scatterer surface S respectively. The above approach
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also yields two coupled MMPIEs:

. n 1
ﬁXHmc:Jsl _ﬁx{—jw<K:FM;MS1>S+j

wuov (K*V'-Ms,)

+ <§HJ;JS1>S }

S+
(3.49a)
VYV - +k?
0=-Jg, —fix {Q (G, Mg, )g +V x <Gt7']51>s}
Jwitg 5
(3.49b)

Note that (3.49) could have been obtained by duality applied to (3.48). Since
there are two unknowns in each of these systems of two coupled equations,
either system could in principle be used for finding the solution. We will see
later that usually a combination of these systems is employed, for enhancing
the conditioning of the matrix system that results from the discretization.

3.4 Surface integral equations for inhomogene-

ous bodies

In this section the developments of the surface integrals EMPIE and MMPIE
are extended to scattering problems involving an inhomogeneity (dielectric or
PEC) embedded inside another dielectric body, and two inhomogeneities con-
tained in a given medium (free space or multilayered).

3.4.1 Body contained inside dielectric body

This first case is proposed as an exercise in [51, chapter 1], albeit in free space
only. It is sketched at Fig. 3.9, and consists in a multilayered medium (not
shown on the figure) characterized by 1-D arrays ¢, and p,, in which an in-
homogeneity made up of two different materials €9, 1o and €3, us has been
inserted. There are three regions denoted by R;, which are separated by two
surfaces: S 1 between Ry and R, and S3 2 between R3 and Rs. In general the
notation S; ; is used for a surface separating regions R; and R; [49]. Normals
are defined with the same convention, with the second subscript indicating that
the normal fi; ; points into R;. Source (J;, M;) produces fields (E;, H;) in R;.

The EMPIE for region R; is given directly by (3.48a) (with fields (E™°,
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Y

I’ (B, H,

Figure 3.9: A system composed of two bodies. The multilayered medium is not
shown on the figure. €, us are arrays representing the EM parameters of the
surrounding multilayered medium.

H"¢) radiated by (J1, M) in the absence of the inhomogeneity):

~ inc ~ - JICAT.
ngp X E"¢ = —MS2,1 — g1 X { —Jw <K: a']52,1>32 1

V(K" V' Js,, ), + (@i Ms, ) b (350)

Jjweo S

with (Jg,,, Mg, ,) = fiz1 x (Hi, —E1). As usual, this combination of currents

produces the correct fields (El, Hl) in Ry, while null fields are produced inside

the inhomogeneity, and the latter is replaced by the multilayered medium.
Let us now construct the equivalent problem for R,. We know from the

boundary condition (3.47) that on So 1 we have to put ( —Js,,, —Msg,,). If

we define currents (Jg,,, Mg, ,) on S3 2 such that:

MS3,2 = E2 X ﬁ372 (351&)
Js;, =32 x Hy, (3.51b)

the combination of the fields radiated by (—Js,,,—Ms,,) and (Jg, ,, Mg, ,)
will produce null fields outside R, and the original fields (E2, Hy) inside. This
result stems directly from the surface equivalence principle. We may therefore
replace all matter outside Ry by €2, uo and use the homogeneous space source-
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R (0,0
€2, U2 A
D T Ny g
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Figure 3.10: Equivalent problem for region 2.

field relationships (3.28) to obtain the integral representation for Eo:

VV - +k3

E; = —
Jweo

<G27 _J32,1>S 21 -V x <G2’ _M52,1>S2,1

Vv +k3

jw<€2 <G27JS3,2>S3’2 - v X <G27 MS3’2>S3’2 . (3_52)

This equation is the same as (3.45), where contributions of the equivalent cur-
rents (—Jg,,,—Ms,,) and (Js,,, Mg, ,) have simply been added. Plugging
back these two equations into the equivalent currents definitions on S, ; and
S3,2, such as (3.51) for example, yields respectively two EMPIEs:

. VV - +k3
0= 1\/_[5‘11 — 21 X {‘](,0752 <G2;JS2,1>S2’1 —V x <G2;MS2,1>S2,1}S21
. VV. +k2
+ g1 X { e GQ,JS3Y2>S3’2 -V x <G2,MS32 Sa.s
(35
vV - +k2
OZMS32 Il32 X { s G2’JS2,1>S2’1 -V x <G27Ms21 521}5 ;
. VV. +k2
—|—113,2 X { ]wEQ G27JS3 2> <G27MS32 532}5

(3. 53b

Finally, the equivalent problem for region 3 is obtained in a straightforward
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manner, by using ( —J55,, —Ms&z) as equivalent currents:

VV - +k3

0= MS&Q - ﬁ3,2 X { .
JWE3

<G37JS3*2>53 5 - V X <G37 1\/-[543,2>S3 2}

: *Jss,
(3.54)
Proceeding the same for H, one easily obtains the following coupled MMP-

IEs:

fio,1 X B = T, — g x { = ju (K7 M, ,)
1
JWwo

S21

+——V(KY,V' Mg, ), + (G535, ), }5;1 (3.552)

VV - +k3

0= _JSQJ - ﬁ2,1 X { -
JWH2

(G2, My, )g,  +V x (G2, s, ), 1}
i) ’ S;l

+ 1o X {

VV - +k3
W <G2, MS3,2>5312 +V x <G2, JS3’2>S3,2 }52_1 (3.55b)

VV - +k3

0 = _J53y2 - ﬁ3,2 X { -
Jwh2

<G27M52,1>52 ) +V x <G27J52,1>Sz 1} i
’ ' 53,2

. VV - +k3
+ 1ng o X {W <G27 M53,2>5312 +V X <G27J53,2>5312}S;_2 (3550)
) VV - +k3
0= _JS3,2 — g2 X { Jwps <G3’M53,2>53,2 +Vx <G35JS3,2>S3,2 S5,

(3.55d)

If Rs is made up of PEC material, null fields are produced inside it. The

boundary conditions on a PEC surface states that Mg,, = 0, and there is

no equivalent problem for R3 to be considered. With this in hand the set of
EMPIEs becomes:

~ i ~ - IICAT.
fig 1 X Einc — —1\/1511 — g1 X { —Jw <’C 7JS2,1>S2 L

[ ! ~EM.
+ ngov <K 7V . J52,1>5’2,1 + <g ’MS2’1>S2,1 }5;1 (3563,)
. VV - +k3
0 = MSQ,I - n271 X {jT; <G2’JS2,1>52’1 - V X <(;27 MS211>S2’1 }S
2,1
N VV - +k3

— (G2, J .56b
+ ns X { jw62 <G27 S3,2>S3’2}521 (3 56 )
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VV - +k2
0= —ﬁ372 X {g <G2a']32,1>32,1 — VX <G2’MS211>52,1}

Jweo s+

3,2

2

+ fig o X {Lv, -y (G2,J55,) } . (8.56c)
Jwe2 3,2 5;2

A similar set of MMPIEs can be obtained directly from (3.55), with Mg, , = 0.

We recall here that MMPIEs are applicable only to closed bodies.

For each surface there are at most two unknowns, Jg and Mg. Therefore, if
both bodies are dielectric, the number of unknowns is 4. If the inner surface is
a PEC, only Jg will be used on it, and we have 3 unknowns to determine. On
the other hand, if Ry and Rj3 are dielectrics, the set of EMPIEs and of MMPIEs
each yield 4 equations (2 equations per surface). Both yield 3 equations if R
is a closed PEC, and MMPIE yields only 2 equations if R3 is an open PEC.
In all cases the number of equations is at least equal to that of the unknowns
(for problems involving only open PEC scatterers) and at most equal to twice
that of the unknowns (for problems involving dielectric and closed PEC scat-
terers), which in most cases makes the whole system composed of the EMPIEs
and MMPIEs over-determined. Section 3.6 presents the techniques used for
reducing the number of equations, in view of obtaining a well-determined and
conditioned system.

3.4.2 Two bodies contained in the same region

J1
B (B, H,) /M
Esr Hs

521

ns;

Figure 8.11: Two bodies contained within same region Ry. e4,us are arrays
representing the EM parameters of the surrounding multilayered medium.

This situation is sketched at Fig. 3.11, where two dielectric bodies are in-
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troduced inside R; (a multilayered medium). Again defining the appropriate
equivalent currents and deriving the integral representations for E in each re-
gion yield the EMPIEs:

A inc A . AT,
n271 % Ell’l — _MS2,1 — Il2’1 X { — Jw <K ,J5‘211>52 L

_|_

v <Kq>v v J52,1>Sz,1 + <EEM; M52,1>

Jweo 521 }5;1

- ﬁg,l X { —jw <EAJ;JS3Y1>S3’1

+ jwaov (K® V' Jsan)g, , +(G7" i Ms, 1), | }SL
(3.57a)
fl371 X Einc = _MSS,l — flg,l X { —jw <KAJ;J52Y1>5211
1 _
+ jweo \Y <Kq>7 v J52’1>S2,1 + <gEM7 MS2,1>S2,1 }S;l
— flg,l X { — jw <KAJ;JS3,1>S3Y1
+ jwaov (K V' Js,,)g,  + (G Msa, ), }s;1
(3.57b)
0=Ms, (3.57¢)
) VV - +k3
T { jwesg 2 (G2, Js, 1>s VX <G2’MS21>52 1}s
2,1
(3.57d)
0= Ms,, (3.57e)
. VV - +k3
e { Jjwes : <G3’JS3,1>S — VX <G3’MS3’1>53'1} -
53,1
(3.57f)

If one of the inhomogeneity is a PEC, its associated magnetic equivalent cur-
rents are equal to zero, and the need for an equivalent interior problem vanishes.
The MMPIEs are obtained by duality.
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3.5 Generalization to more than two inhomo-

geneities

3.5.1 N bodies embedded within the multilayered me-
dium

The generalization of the equations derived at section 3.4.2 to more than two
bodies is rather straightforward. First let us consider that region 1, supposed
to be a multilayered medium, contains N7 surfaces, all closed and dielectric.
Moreover, currents (Ji, M) radiate fields (E™¢, H™¢) in the absence of the
inhomogeneities. Adding to these N7 dielectric bodies Ny closed PEC surfaces
and N3 open PEC surfaces, we obtain N = N; + Ny + N3 EMPIEs, expressed
on each dielectric surface S; ; as:

Ni+1

~ i ~ . FAT .
n;i X E™¢ = —Msi ; — Ny X E — Jw <K: ,Jsk 1>
; 1/ Sk
k=2

+ V(K® V' Js,)g, , +(G7": Ms, )

Jweo Sk,1 }S:,—1
(N14+1)+(N2+N3)

—1; 1 X Z {—jw <K:AJ;JSk,1>SkY1+jw€

k=(N1+1)+1 0

VK"V s, ), }S+ ,
i,1

i=2...(N1+1). (3.58)
and on each PEC surface as:

Ni+1

~ i ~ § : . AT,

i X Einc — —n; 1 X { —Jw <’C ’JS’Cv1>Sk |
k=2

[} / o EM,
N waov <K vV .JSk’1>5k,1 + <g ’Msk‘1>5k,1 }Sfﬁ
(N1+1)+(N2+N3)
—1i; 1 % Z —jw<’CAJ§JSk,1>skl+- V<Kq>,v/'JSkv1>Sk1}S+’
k=(N1+1)+1 ' Jweo ’ i1
1

i=((Ni+1)+1) .. (N +1)+ (Na+ N3)). (3.59)

More care must be taken when considering MMPIEs: indeed, one must
recall that a MMPIE cannot be enforced on open PEC surfaces. With this in
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mind, the MMPIEs on the dielectric surfaces are expressed as:

Ni+1
ﬁi,1XHmc_ nl1>< Z {—]w Msk1>5k1
1 N4 ! CcHJ.
* jwuov <K Vv .Msk‘1>sk,1 + <g ’Jsk~1>Sk,l }Sj:l
(N1+1)+(N2+N3)
~ CcHIJ.
Shaax oy {@ s, b
k=(Ni+1)+1 61

i=2...(N;+1). (3.60)

and on each closed PEC surface as:

Ni+1

ﬁi,l X HinC — nll X Z { —jw MSkl>Sk1
1 A4 / CcHJ.
+ ]w’uov <K 5 v MSk,l >Sk,1 + <g 7JSk,1 >Sk,1 }S:,—l
(N1+1)+(N2+N3)
~ CcHIJ.
_ ni,l X Z { <g 7JSk,1>Sk’1 }S+ )
k=(N1+1)+1 ot

= ((M+1)+1)... (N +1)+Np). (3.61)

3.5.2 N bodies embedded within a dielectric body

This generalization is one step further than the previous section. For the clarity
of the derivation, we will once again derive the integral representation of the
electric fields, which will be used in the equivalent currents definitions in order
to get the EMPIEs.

The problem is shown at Fig. 3.12, where there are N; dielectric bodies,
N5 closed PEC surfaces and N3 open PEC surfaces located within R, itself
a dielectric body. The total number of bodies embedded inside R; is N =
N1+ N2 + N3. Non zero fields (E;, H;) exist in region i if it is a dielectric
region. The equivalent problem for Ry has already been done in several sections
before and is straightforward to derive by using original currents (J 0, MO) and
equivalent currents defined on S1 by (Js,,, Mg, ,) = i1 x (Ho, —Eo).

Let us now construct the equivalent problem for R;. We know from the
boundary condition (3.47) that on Sy, we have to put (—Js, ,,—Msg, ,). We
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SNy £14 Vo1
DN +14No, 1,0
o NN +1,1
ng
Sy
1+1,1
52,1 By

closed PEC

Figure 3.12: N bodies contained within dielectric body R; .

also define equivalent currents (Jg, ,, Mg, ,) on all S;1 such that:

Mg, , =E; x ;) (3.62a)
Js,, =My xHy, i=2...(N1+1) (3.62b)
and
Mg, , =0 (3.63a)
Js,, =t xHy, i=((Ni+1)+1)...(N+1). (3.63b)

the combination of the fields radiated by ( —Js, ,, —Mg, ,) and all the (Js, ,,
M, ,) will produce null fields outside Ry and the original fields (E1, Hy) in-
side. We may therefore replace all matter outside Ry by €1, 1 and use the
homogeneous space source-field relationships (3.28) to obtain the integral rep-
resentation for E;:

VV - +k3
- Jweq

Ni+1 2
UV - 4k
S {é (G1,35,.)5, , — V % (G1, M, ,

E,

<G17 _J51,0>S - v X <G17 _MSL0>

1,0 S1,0

>Sk,1

(N1+1)+(N2+N3)

VV - +k3
+ > o (G1.Js0.1)g,, (3:64)
k=(N1+1)+1
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This equation is the same as (3.45), where contributions of the equivalent cur-
rents (—Js, ,,—Mg, ,) and all (Js, ,, Mg, , ) have simply been added. Plugging
back these two equations into the equivalent currents definitions on S; o and
S; 1 yields respectively 1 and N EMPIEs:

VV - +k%

0= MSl,O — fl170 X -
Jwer

<G15JSL0>S1,0 — VX <G1’MSLO>S1’O}

Ni+1

VV - +k?

0 X Z { jwer Gl’JSk’1>Sk,1 — VX <G1’Msk’1>5kw1}slo

VV . +k%
Jwel

+ 19 X Z

(N1+1)+(N2+N3) {
k=(N1+1)+1

(6135 )s,, |

51_,0
(3.65a)

VV - +k}
71 <G1’JSLO>SLO - v x <G17MSI'0>S1,O}

OZMSil_ﬁi,lx{ .
' Jweq

+
S

Ni+1 2
VV - +ki V x (G M
—|—1’111 X E { leJSk,1>Sk1 o X < L Sk11>sk1} T
) ’ S

Jwel
i1

(N1+1)+(N2+N3) 2
R VV - +k
+ni,1>< Z {T1<G1’Jsk‘l>skl} s
k=(N1+1)+1 Jwel T st
i=2...(N1+1)
(3.65b)

The EMPIEs enforced on the PEC bodies, that is, for i = ((N; +1) +1)...
((N1+1)+ (N2 + N3) ), are exactly the same as for i =2... ((N; +1) + 1),
but with Mg, , = 0. As usual, the MMPIEs can be obtained by duality.

The reasoning on the number of equations and unknowns used at section
3.4.1 can easily be applied to this general system. The total number of EMPIEs
and MMPIEs are given by 2 (N7 + 1)+ No+ N3 and 2 (V7 + 1)+ Na respectively,
and their addition yields the total number of equations Neq = 4 (N1 +1) +
2N5 4+ N3. On the other hand, the total number of unknowns is given by
Ny =2(N1+1)+ N+ N3. If Ny = Ny = 0 (no dielectrics nor closed PEC
bodies), Neq = Ny. If N3 = 0 (no open PEC surfaces), Neq = 2N,. The
techniques for combining the equations in excess are presented at the next
section.

No assumption was made about the inside of the penetrable inhomogeneities
Ry ... Ry, 41. If they themselves contain inhomogeneities, the above formulas
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can be applied recursively for each region of the problem. If one of the region
consists in a multilayered medium (bounded by the surface of the region), one
has to replace the free space Green’s functions by the appropriate DGFs. There
remains the problem of the junctions, that is, when two or more surfaces touch
each other. This problem has been tackled by Taskinen et al. [50], but was not
considered in this work, as it was not necessary for modeling the mine.

3.6 Reduction of the number of equations

As discussed at sections 3.4.1 and 3.5.2, the number of equations is at least
equal to and at most the double of that of the unknowns, which makes in many
cases the whole system over-determined. These equations must therefore be
combined in order to yield the right number of unknowns and equations [44].

The simplest possible combination is to use only the EMPIEs on all surfaces.
If only dielectric or closed PEC bodies are involved, one can use only the
MMPIEs. A little more complex is to use EMPIEs on part of the surfaces, and
MMPIEs on the remaining surfaces. Unfortunately, when used to describe the
exterior equivalent problem, these integral equations may not produce unique
solutions if applied to closed geometries that also represent resonant cavities
[51, chapter 6]. When the problem is discretized with the method of moments,
the corresponding impedance matrix becomes ill-conditioned at the resonance
frequencies, and it is not possible to invert it to get the solution. We are going
to shortly describe alternative surface integral equations that do not suffer from
this resonance problem.

3.6.1 PMCHWT formulation

The first formulation was proposed by Poggio and Miller [53], Chang and Har-
rington [54] and Wu and Tsai [55], and is called from the name of its inceptors
the “PMCHWT” formulation. The PMCHWT formulation is known to yield
a solution free of the interior resonance corruption [44]. The principle is ex-
plained for a homogeneous target immersed in a multilayered medium. The
corresponding EMPIEs and MMPIEs are given at section 3.3.2 by (3.48) and
(3.49) respectively. The PMCHWT consists in adding the outside and inside
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MPIEs, thereby yielding two equations for two unknowns:

A x EMC = —ﬁx{—jw<EAJ;J51>S+ ! V(K® V'-Js,)4

JWwWeo

+<.C'_1EM;M31>S} (3.66)
S+
. {vv-+k§

jUJEt

<Gt7J31>S -V x <Gt7M51>S }
5

A x H™ = —h x { — jw </EFM;MSI>S+j ! V(KY,V'-Msg, )

Who

+(G": 35,4 } (3.67)

S+
. {Vv-+k3

(G M)+ ¥ % (G Ts)s |

The combination of the exterior and interior MPIEs can be done for every
dielectric inhomogeneity, but not for PEC bodies, as there is no interior problem
associated to them. Please note that the above equations appear in [51, section
10.7], where the author consider them as forming a “combined field integral
equation”.

3.6.2 Combined field integral equation formulation

This formulation has been thoroughly studied by Sheng et al. [44]. As its
name “combined field integral equation” (CFIE) indicates it, it consists of the
combination of the exterior EMPIE and MMPIE, and the combination of the
interior EMPIE and MMPIE. Again taking the MPIEs for a homogeneous
dielectric target immersed in a multilayered medium given by (3.48) and (3.49),
such a combination yields the following equations:

o [f x E™] 4+ (1 — a)no [ x H™] :a[—MSI —fi x { — jw (K35, ) g

+ V(K‘I’,V'~J51>S+<§EM;M51>S} }
S+

Jweo
+ (1 —a)no [Jsl — 10 x { — jw (KM M, ) ¢

+

— V(KY,V'-Mg,) .+ (GH; g, } ] 3.68
JwWio < S>S <g S>S S+ ( )
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VV - +k}

0=a [MS1 —nx { e, (Gt,d5,)5 — V % <Gt7MS1>S}S_:|

VV - +k}

+ (1 —a)no [—Js1 — 1 X { .
Jwpe

<Gt7MS1>S+VX <Gt7‘]31>5} ]
-
(3.69)

where 19 = \/Mo—/ﬁo is the impedance of free space, and 0 < a < 1. f a =0
(aw = 1), the MMPIE (EMPIE) is the result of the combination. The CFIE can
be applied to all closed bodies, PEC included. For problems involving more
inhomogeneities, the CFIE (as the PMCHWT) can—and should—be applied
on every surface on which it is possible. Combination of both CFIE and PM-
CHWT can even be found in [50], with the PMCHWT applied to dielectric
bodies, CFIE applied to closed PEC bodies, and the EMPIE used for open
PEC surfaces.

3.7 Method of moments solution for the MPIEs

For an introduction to the MoM, a good start is the book written by Harring-
ton [56]. The key idea behind the MoM is that linear operators, such as those
that appear in integro-differential equations for example, are transformed into
matriz operators, by means of discretization of the unknown quantity or func-
tion with help of a set of basis functions, and testing of the resulting equation
by testing functions. After discretization, this matrix operator can be inverted
in order to find the solution in the space spanned by the basis. We talk about
Galerkin scheme if these testing functions are the same as the basis functions.
In electromagnetics, the unknown quantity of interest is most often the electric
and/or magnetic surface equivalent current, on which functionals such as radar
cross section are based.

During the 70’s, researchers used “wire-grid” or “surface patch” models of
the surface of the body under consideration. Although successful in the predic-
tion of far-field quantities, the wire-grid model suffered from several problems,
ranging from non-applicability to near-field calculations to accuracy problems
and difficulties in physical interpretation of computed currents [45]. While the
surface patch approaches could overcome most of these limitations, their ability
to model arbitrary surfaces was very limited, since those patches were rectan-
gular. Some authors used quadrilateral patches, but those were still presenting
heavy computational- and geometrical-related inconveniences to modelers.

A fundamental extension of the surface patch method for conducting bod-
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ies of arbitrary shapes has been given by Rao et al. [45], who defined a new
set of basis functions, called the Rao-Wilton-Glisson (RWG) basis functions,
based upon discretization of the body surface by means of triangles. This pow-
erful and versatile set of basis functions has met enormous success, due to its
geometrical abilities as well as to its mathematical properties, and is still in
heavy use nowadays. Later on, the method was applied to conducting bodies
of arbitrary shapes embedded in two-layers media by Zheng and Michalski [22].

The aim of this section is the derivation of the method of moments (MoM)
solution to the EMPIEs, MMPIEs and their combinations PMCHWT and
CFIE. First the RWG basis functions are briefly introduced, and their use in the
decomposition of the target equivalent currents is shown. The discretization of
the EMPIEs and MMPIEs is the next logical step, and the testing phase, which
yields the integro-differential operator under its matrix form, is presented. The
study is particularized to an inhomogeneity contained within a dielectric body
(section 3.4.1), and the resulting linear system is explicitly derived. Finally,
the numerical algorithms are tested in several cases.

3.7.1 Method of moments formulation
3.7.1.1 Basis functions: definition and properties

First the surface of the body is discretized by triangular patches. Then the elec-
tric and magnetic currents are approximated by a sum of RWG basis functions
such that, for any point on the surface of the body, we have

N N
J(r)~ Y J',(r) and M(r)~ Y M f,(r) (3.70)

where f,,(r) are triangular edge-defined basis functions called RWG functions,
first introduced by Rao, Wilton and Glisson in [45]. N is the number of basis
functions. One can already note that on PEC surfaces the corresponding M™
coefficients will be zero. The nt* RWG basis function is defined on the adjacent
triangles associated with edge n, and is given by [22]:

£F = 23& (rt —1t), rin T,F
fu(r) £ 08, =0 —ry), rinT, (3.71)
0, otherwise

in which I,, is the length of the edge, A is the area of triangle T'F and (r* — r)

is the position vector in the triangle plane and relative to the node opposed to



3.7 Method of moments solution for the MPIEs 87

the edge (Fig. 3.13).

Figure 3.13: n™™ RWG function f,, is defined on triangle pair T, and T),, and
starts from or ends on node opposed to edge. v and r~ are vectors position in

T+ and T respectively. For all triangles, i = r x 1.

These RWG basis functions display properties that are very useful in the
MoM, among which the most important are given hereafter [45]:

1. the component of current normal to the n'" edge is constant and contin-
uous across the edge;

2. all edges of T;F and T, are free of line charges;

3. the surface divergence of f,,, proportional to the surface charge density
associated with the basis element, is

iﬂ, rin T,F
Vs-fuo(t) =4 —4=,  rinT; (3.72)

n

0, otherwise.
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The charge density is constant in each triangle and the total charge as-
sociated with the triangle pair 7" and T, is zero;

4. a linear superposition of the three basis functions associated with a tri-
angle can represent a linear current flowing through this triangle in an
arbitrary direction.

3.7.2 MoM discretization of MPIEs for body contained
inside dielectric body

The purpose of this rather involving section is to derive the main steps of
an algorithm allowing the computation of the MoM impedance matrix of an
arbitrary target embedded within a stratified medium. We first write explicitly
the discretization and test of the MPIEs for a body contained inside a dielectric
body (Fig. 3.9). We then put the resulting system of equations under a matrix
form, the MoM impedance matriz, which allows for an easier understanding of
the contributions of the terms involved.

3.7.2.1 EMPIEs representation with RWG basis functions

Developing the equivalent currents (Jg,Mg) into the basis functions as done
n (3.70), the coupled EMPIEs given by (3.50), (3.53) and (3.54) for the inho-
mogeneous body of section 3.4.1 become

NSQ 1
i 1
—-E" =) J& (KA £, +—V(K® V' -£.),,
Z Sa2,1 { jw > Sz . jweo < >Ds S;’l
NS2,1
+ Z Mg, , {—ﬁm x £, + <gEM;f”>Dg2 ) }S+ 1 (3.73a)
n=1 > 31 Jtan

\VAVAS +k2
E Jg { (G2, £0) pn }
el l o Jwes 52,1 Si1

+ Mg;)l {—ﬁg,l X fn +V x <G2,fn>Dg } ‘|
21 ) 5o, an

N52,1+NS3,2

n [VV - +k2
S T e, ),

2,1
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+M§3,2{—VX<G2,fn>Dg } ] (3.73b)
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’ #2555 Jtan

where Dy, is the domain of the basis function f, located on surface 5; ;, and
the “tan” index means that only the tangential part of the EMPIEs (which have
been cross-multiplied by the normals pertaining to the surface on which they
are evaluated) have to be taken into account. N, ; is the number of edges (or
basis functions) on surface S; ;.

In view of the source-field relationships given by (3.28) and (3.29) for homo-
geneous space and by the mixed-potential form of (3.32) for multilayered media,
we can notice that, for a given region R; bounded by surfaces S; j,¢ =1...Ng
(Ng is the number of surfaces concerned), the equivalent currents of the inner-
most surface provides a positive contribution to the total electric field, while
the equivalent currents of the outermost surface provides a negative contribu-
tion. The generalization of this observation to an arbitrary number of bodies
contained within a dielectric body (see section 3.5.2) is immediate: all the inner
surface equivalent currents will have a positive contribution to the total electric
field.
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3.7.2.2 Testing of the EMPIEs

The next step consists in testing the above equations. The choice of the testing
functions is widely debated in the literature, and is of paramount importance for
obtaining a precise and well-defined numerical approximation of the solution.
Testing is most often done with help of the RWG basis functions, in which
case we are in a Galerkin numerical scheme. However, as has been thoroughly
discussed in [44], testing with i x RWG functions must also be considered when
using the CFIE. The testing function, denoted by g,,, can therefore be:

gm = £, or gm =1 xf, on D,, (3.74)

where i is the outward normal to the surface, and where D,, is the domain of
the test function g,,, defined in the same manner as for f,,,.

Testing (3.73) with g,,(r), with m = 1...Ng,, + Ng, ,, yields the MoM
EMPIEs:

N521

B <gm; Emc Z Sz 1 <gma <’CAJ§ fn>Dn >
52 1 S2,1 Dg; .
1 L] /
b g V(E®, V' £,) .,
](UEO S2,1 Dm
Sa1 S;l
NS2 1
+ Z M52 1 gm,n? 1 X fn> Dm + <gm7 <gEM f”>Dg >
2,1 2,1 Dg;2 ) 5;1
(3.75a)
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n=Nsy ,+1 S2,1 Sy,
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’ 53,2

n:NSQJ‘i’l

} . (3.75d)
Dy s

S3,2 3.2

+ <gm;V X <G3,fn>Dg3 2>

The system of equations (3.75) can be written in a matrix form:



By +Ms,
2,1 ’

I

(NS2,1 X NS2,1)

E - +Ms,,
2,1 ’

[N

(NS2,1 X NS3,2)

Eséiz 7+]V[SS,2

z
(N53,2 X Nss,z)
ZES:?&’?MS“

(Nss,z X NS3,2)

(3.76

)
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Each matrix block is given by the following equations for multilayered me-
dia:

E + ,xJs, 4 —ay
k1 _ . . .
Zn =+ —jw <gm,<IC ’f">Dg > ;
e Dsk,l
s, )
Jweo < Sp.q Dgzkl ot
k1
(3.77a)
Esi EMs, o )
Zmnk’l = - 6kp6lq <gm7 Nk X fn>Dgn
kL
(3.77b)
+ <gm; <§'_1EM;fn>Dg > }
P.q Dénk,t Sfl

where 0;;, the Kronecker delta, is 0 for ¢ # j and 1 for ¢ = j. Superscript
Eal t0 Z,n, means that for “4” or for “—” we are testing the electric field
on surface Si; in medium ! or medium k respectively (we recall here that
the normal to surface Sy ; is Ny, and points outside Sk, towards region I).
Superscript +Js, , tells if we take equivalent current Js, , with its positive or
negative sign: it will be positive if we are outside S, , and negative otherwise.
ZEJ

We give in appendix B.2 the explicit expressions of the terms involved in Z.:*

ZEM

oot for multilayered media.

and
We also have the following equations for homogeneous media with the same

conventions applied:

E + ,tJs,, VYV - +k2
Tt =k <gm; (Gt ) (3.78a)
JWEE,1 Sp,q m
Dsk’l Skil
Esi 7iM5p1q
A =< — 5kp5lq <gm; ny; x f”>Dg”
k.l
_i<gm;v X <Gk,l;fn>D§ > } .
Pyq Dgﬂk,l Ski,l
(3.78b)

The terms appearing above are explicitly given at appendix B.1.

The 1-D array (J M ), which are the coeflicients of the equivalent currents,
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are the unknowns of the problem. The excitation vector V¥ is given by:

_<gm;]§]inc>Dgn2 form=1...Ng,,

VE - ! (3.79)

0 otherwise.

Its computation is done at appendix B.3.

The EMPIE MoM matrix Z¥ in (3.76) is characteristic of the target and is
independent of the excitation field E"°. Its total size is 2 (Ns,, + Nsg,,) X
2 (Ng,, + Ns,,). Each line corresponds to a testing function, while each
column corresponds to a source basis function. The use of g,, = f,, and
gm = 0 x £, will be indicated in the superscript of the EMPIE MoM matrix
by “t” and “n” respectively, which will give Z'* and Z"*.

If the innermost body is a PEC, the corresponding magnetic equivalent
currents coefficients must be set to zero; the last Ng, , lines of the 1-D array
(i , M ) must be removed, and the last Ng, , columns of Z E must be removed
as well (no Mg, ,). The last Ng,, lines of Z¥ and of V¥, which correspond
to the inner problem for S3 » must also be removed, and the size of the matrix
then becomes (2Ns, , + Ng,,) x (2Ns,, + Ns, ,)-

We can take the inverse of Z¥ and use it by multiplying (3.76) in order
to find the coefficients (i M ), but this is not a wise solution because of the
possibility of resonances, as discussed at section 3.6. We must use a MoM dis-
cretization of the PMCHWT and CFIE for having a well-conditioned problem.
This discretization will be based on the MoM EMPIEs and MMPIEs.

3.7.2.3 MoM MMPIEs matrix

By duality applied to (3.75), or developing (3.55) with f,, and testing with g,
yields the following MoM MMPIEs:

N52,1

= 3, § o (s (B7i8) )
n=1 2,1 Dm

Sa1

- <gm; HinC>Dm

Sa1

1
+—— <gm;v<K\pvv/'fn>Dn >
JW o S2,1 D N
21 52,1

NS2,1

£ 30 T, (i X )y +<gm;<§H‘];fn>Dn >

n=1 52,1 S
= 2,1 +
Sy

(3.80a)
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VV - +k3
= Mn - 0 I — s fn n
! Z 521 <g Jwit2 (G2 >D52,1 >Dm
n=1 3.1 S;l

N52,1
+ Zl JG, 1 (8mifign X fn>Dg;J - <gm;V X <G2,fn>Dg2y1>
-

Dm
S2.1 —
S2,1

N52Y1+NS3,2 vard _|_k-§
n .
+ Z M53,2 <gm, 7]@1/1,2 <G27 fn>Dg3’2 >Dm
’I’L:]V5211+1 55 S2_1
Nsjy1+Ns;3 5
+ Y Jg, <gm; VX (Ga, fu)py > (3.80b)
77’:N52,1+1 ’ D~79n2,1 -
2,1
Nsyq
’ VV - +k3
— n _ . 2
0= 3 M { (o T G, )
n=1 S3.2 S;’z
N52,1
+ Zl ngl - <gm7 V X <G27 fn>Dg2’l >Dm
n= S3,2 S;:
Nsjp1+Ns3 5 9
D DI <gm; MY G ) >
- v Jwit2 532 [ pm
77’_N52,1+1 5.0 5;2
Nsy 1 +Nsg o
+ Z Jggyz {{<gm; ﬁ3,2 X f’n>Dgl
77':N52,1+1 3,2
S3,2 m
’ DS3,2 S;f'
Nsy1+Nsy o
’ ’ VV - +k?
_ n _ . 3
0= Z M53,2 <gm7 Jwps <G3, fn>D§3’2 >Dm
n=Nsaatt .2 ) 57,
Nsjy1+Ns3 5
+ Z Jgg,z{ (8m; D32 X f) prm
3,2
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2/ pm g

53,2 3.2
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This system of equations can also be written in a matrix form, which will
have exactly the same structure as in (3.76). The blocks of the resulting MoM
MMPIE matrix Z” are given by expressions dual to the blocks of (3.76),
namely:

Hox ,£Ms, 4 __
Zmn™ =+ 4{—Jw <gm; <K:FMa fn>Dn >
+- <gm;v<K\Pavl'fn> n >
Jw o D3 g Dgnw Skil
(3.81a)
H o+ +Js, , A
Zmnk’l = 5kp§lq <g7’n7 ng; X fn>Dgn
k.l
(3.81b)
+ <gm;<§'_1H‘];fn>Dg > }
p,q ngnk”l S;}tl

in the stratified medium (see annex C.1). The terms appearing above are dual
to those that are detailed at appendix B.2. In every other “homogeneous”
medium (i.e., the medium which is homogeneous when all bodies have been
replaced by the appropriate constitutive parameters), we have the following

relations:
H_i ,+Msg, VYV - +k2
Zot = (g ——— (Gt ) (3.82a)
JWHE. 1 Sp,q "

Sk, Skil

Sk

+ <gma V x <Gk,l7 f”>Dg > } 5
oy s

kL

H_+ ,*+Js
Skt P N
Zmn = 6kp6lq <gm7 ng; X fn>Dm

(3.82b)

where the terms are dual to those detailed at appendix B.1.
Each element of the excitation vector V¥ is given by:

o —<gm;Hi“C>Dga1 form=1...Ng,, (3.83)
0 otherwise.

The nonzero terms are explicitly given at appendix B.3.
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As for the MoM EMPIE, the use of g,, = f,,, and g,, = 10 x f,,, in the
testing will be indicated by calling the MMPIE MoM matrix Z*# and Z"#
respectively. If the innermost body is a closed PEC, the same remarks as for
Z £ hold true. Moreover, if the innermost body is an open PEC, one cannot
enforce the MMPIE on it, and the corresponding testing lines in Z* and V¥
must also be removed.

3.7.3 PMCHWT and CFIE MoM matrices

As discussed at section 3.6, these two formulations provide a way to have a well-
conditioned system (from which the spurious resonances have been removed)
and transform an over-determined system into a well-determined one. As a
result, it is the MoM CFIE or PMCHWT resulting matrix system that will be
used for finding the unknown coefficients of the equivalent currents.

Although applied to the case of a homogeneous body embedded in a multi-
layered medium, the general rule for the PMCHWT is that, for every surface
enclosing a dielectric body (itself homogeneous or containing inhomogeneities),
one adds the corresponding inside and outside EMPIEs and MMPIEs as fol-
lows:

EMPIEg: +EMPIE-
(¥ (¥

MMPIE: + MMPIE- .
ij i,j

In the MoM matrices (and the excitation vectors), it is equivalent to add all the
lines corresponding to the inside testing of a surface to the lines corresponding
to the outside testing of the same surface. Then all the lines corresponding
to the inside testing of a surface are removed from the matrix. The resulting
matrices Z¥ and Z and excitation vectors V¥ and V# are then concatenated
following the lines to form the MoM PMCHWT matrix, which has therefore
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the form:
tE ,tJs tE__ ,tJs tE , Mg tE__ ,=Msg
7 Sltl pyq_i_Z 514 p.q skfl P,q +Z o P,q
tH ,EtJs tH__ ,+Js tH ,+Msg tH__ ,=Mg
7 s;[ p,q_’_Z Ehg p.q Sl_:,l p.q +Z B p.q
tE tE_
Is, ., VSRV Sk
tH tH_ _
Mg st +V Sk

The MoM PMCHWT matrix is formed with Z*# and Z'#, that is, its elements
are the result of testing the PMCHWT formulation with g, = £, [44].

The MoM CFIE matrix is simpler to obtain from the MoM EMPIE and
MMPIE matrices. For all dielectric-dielectric interfaces and closed PEC sur-
faces, the CFIE is written as the weighted sum of the EMPIE and MMPIE:

aEMPIE: + (1 —a)n MMPIE:

with 0 < o < 1. The bottom line is that Z¥ and Z" as well as V¥ and V¥ are
simply added with the appropriate weighting to form the MoM CFIE matrix:
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On the contrary to the PMCHWT formulation, the CFIE formulation can be
tested with g,, = f,, and g,, = i x f,,, as well. We note the presence of the
factors “tE”, “tH”, “nE” and “nH” in (3.86): these are booleans, equal to 1 if the
corresponding testing is used in the CFIE, and 0 otherwise. So, when we talk
about the CFIE, it will for example be qualified “tEtHnH” if the EMPIE part
is tested with g,, = f,,, and the MMPIE part is tested by both g,, = f,, and
gm = 0 x f,,,. The logic for all other names is similar. The most common form
of the CFIE found in the literature is tEnEnH [57], but in fact the combinations
tEnEtH, tEtHnH, nEtHnH are all equivalent [44].

3.7.4 Validation of the computer programs

The method of moments solution for the EMPIEs, MMPIEs and their com-
binations under the PMCHWT and CFIE forms have been implemented into
computer programs. The code works for general multibodies configurations
(section 3.5.1 and 3.5.2), and the combination of the matrix blocks pertaining
to the surfaces is performed automatically for all integral equation formula-
tions. The medium which contains the inhomogeneities can be homogeneous
or multilayered.

Before performing any computations, one has to describe the problem at
hand, i.e., draw the inhomogeneities with the help of a computer aided design
(CAD) tool, and somehow mesh the surfaces of the resulting structure. In this
work we used Gmsh!, an open-source mesh generator that has a built-in CAD
engine. After the structure has been meshed, Gmsh can save all the information
about the mesh (vertexes coordinates and numbers, triangles,...) into a *.msh
file.

The *.msh file provided by Gmsh must be processed in order to classify the
basis functions (i.e. the pairs of triangles that define them) by physical surface,
direct the normals of all the triangles belonging to a closed surface outside
of it, detect the boundaries of open surfaces, etc. The *.msh file processing
routine has been written in MATLAB, which allows for a great flexibility in
manipulating the mesh components and in their visualization.

The very heart of the MoM program is the computation of the matrix blocks
that appear in the MoM EMPIEs and MMPIEs matrices. It is performed by
routines written in C++-, which are gathered into a library. The choice for C++
was motivated by its ease of use, cleanness of notations and high performance.

1http ://wuw.geuz.org/gmsh/
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This library is interfaced with MATLAB routines, which do the work of re-
assembling the blocks for building up the various MoM matrix formulations,
as well as inverting these matrices for finding the currents coefficients (i M )

3.7.4.1 Layered sphere

We study the scattering of a layered sphere, presented at Fig. 3.14. This
problem is described for a layered body of arbitrary shape at section 3.4.1;
however, we did not use the explicit integral equations formulations derived
for that case. As said above, the matrix EMPIEs and MMPIEs blocks are
assembled automatically to form the MoM CFIE and PMCHWT matrices. The
total number of basis functions is 2,145 (1,389 and 756 on the outer and inner
spheres respectively), and since both spheres are dielectric, the total number
of unknowns is 4,290. The fill time of all the Z¥ and Z¥ blocks (on which
the PMCHWT and CFIE formulations are based) takes about 300 seconds on
a Pentium IV 3.2 GHz, and the solution time is approximately 120 seconds
for each formulation. The memory taken is about 800 MB. This high memory
consumption for the problem at hand is due to the fact that both the PMCHWT
and CFIE matrices are computed and stored in RAM, and each has a memory
footprint of ~ 300 MB (a complex double precision digit occupies 16 bytes, and
the size of each matrix is 4,290 x 4,290). We used the analytical Mie solution

€0, Ko

€2 = 5.5 — 53.0
Hr2 = 1.0

Figure 8.14: A 2-layers sphere, where each layer is lossy. The analytical solu-
tion is obtained by the Mie theory.

for layered spheres for comparison [58], which yields the exact solution for the
problem at hand.
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The spheres are excited by a plane wave at f = 1.35 GHz, with its E-field
directed following %X. We first compare at Fig. 3.15 the £, and H, scattered
fields—that is, radiated by (Js, ,, Mg, ,)—in region 0. The E-field along di-

4
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Figure 3.15: Comparison of E, (left column) and H, (right column) scattered
fields in region 0, at 50 c¢cm and 20 from sphere center. 0 is the angle that the
observation point position vector forms with the vertical. The observation point

is in the zy plane (see Fig. 3.14).

rection X at some point r in space due to the equivalent currents on S is
obtained as follows. We place a dipole of electric current J; = X at r in space.
The reciprocity theorem then yields the following relation:

E, = / (Ba-Js,, —Hg-Mg, ) d5’. (3.87)
S1,0

where (Eq4, Hy) are the fields due to the dipole. The Mie (MoM) E, field is
obtained if the Mie (MoM) surface currents are used in (3.87). If the MoM
currents are used, (3.87) can be simplified by using the equivalent currents
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decomposition (3.70):

NSl,o NSl,o

EMoM NG DTS A S M2 (Hy ) n
’ ngl JSLO< @ >DSI,O Z SI’O< d7 >DS1,0 (3.88)

n=1

= —J§, Vi + Mg, Vi
where the last equality has been obtained by using (3.79) and (3.83), with
superscript “T” indicating that the corresponding array must be transposed.
The magnetic field H, is obtained by a similar reasoning (or by duality). One
can immediately see that, when agreement between real parts is excellent, it is
somewhat less good for the imaginary part, and vice-versa.

It is also interesting to compare directly the currents obtained by the MoM
algorithm to those obtained through the analytical Mie solution. There is no
bias or constant error between the Mie and MoM equivalent currents. Sig-
nificant standard deviation errors seem to affect Js, and Mg, more than the
other components, as shown at Fig. 3.16. This can be attributed to the fact
that the incident E-field and H-field are linearly polarized following x and y
respectively. Indeed, at any point (R = Ry,0, qb) on the outer sphere, we have
for the E-field and magnetic current that

Ms, , = (E™ % + E**) x fig,

' (3.89)
= E™° (sin(f) sin(¢) 2 — cos(0) §) + E** x fg, ,

because fig, , = R = sin(0) cos(¢) X+sin() sin(¢) §+cos() 2, and with Esat =
Eq — E™¢. Therefore, while (E™® + ES%) x fig  account for Mg, and Ms.,
only Bt x fig  accounts for Mg,, making it more prone to numerical errors.

We can further examine the exactness of the equivalent currents by means
of histograms for each component, as shown at Fig. 3.17. The MoM equivalent
currents can be considered as statistical quantities distributed near their Mie
counterparts, and deviations with regards to the exact solution can be studied
by means of appropriate statistical tools.

3.7.4.2 Dielectric cube

The cube under consideration has sides of length 7 c¢cm, is made of dielectric
material of ¢, = 3.0 — 52.0, and is excited by a dipole of electric current J*¢ =
[1.0,1.0,0.0] /v/2.0, which radiates at a frequency f = 1.35 GHz and is located
at r' =[0.1,—0.05,0.2].

As no analytical solution exists for the cube scattering, the only way to ver-
ify the validity of the solution is to consider the equivalent currents pertaining
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Figure 3.16: Left column: Comparison of the components of the electric cur-
rents Jg given by the MoM CFIE and by Mie theory. Right column: the same
but for magnetic currents Mg. Comparisons are made at the centroid of each
triangle. Abscissa indicates the triangle number.

to a region and see if in all other regions the fields are zero. Fig. 3.18 shows the
equivalent problem for the region outside the cube and, as expected, null fields



104 Target numerical electromagnetic modeling

300

250

200

150]

100,

50

1)

0 0.02 0.04 0.06 0.

rJMle JM8M|

M2 JMQRE|
(a) max| JM‘e

Sy
max| JM‘e

Figure 3.17: Histograms of Js, and Js, for the layered sphere show that Jg,
is statistically less coherent with its Mie counterpart than Jg,.

are obtained inside the cube. We remind here that, for the exterior equivalent
problem, one has to add the fields radiated by the surface equivalent currents
and the incident fields produced by J»¢. The discrepancies that occur inside
the cube near the boundary for the real parts of the electric and magnetic fields
are due to the fact that the singularities of the free space Green’s function and
its gradient have not been extracted in the computation of the scattered fields.

3.8 Summary and perspectives

In this chapter, we have derived in section 3.2 the Huygens surface equivalence
principle for a homogeneous medium in a manner slightly different than the
development presented by Peterson et al. [51, chapter 1], in order to derive the
principle for sources contained within the region for which the equivalence is
built. In section 3.2.2 we extended the principle to multilayered media thanks
to the source-field relationships written with help of the appropriate DGFs [27].
This equivalence principle has allowed us to write mixed-potential integral rep-
resentations for the original electric and magnetic fields within a given volume
as a sum of fields resulting from source-fields integrals of bounding surface
equivalent currents convoluted with the volume Green’s functions, combined
with the fields produced by the original sources if any. Applying the boundary
conditions to the integral representations of these fields has naturally provided
the surface mixed-potential integral equations, namely the EMPIE and MMPIE
(first defined at section 3.3.1), which in section 3.6 have further been combined
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Figure 3.18: Fields of the exterior equivalent problem for the dielectric cube.
Vertical dashed line represents cube boundary. Null fields are obtained inside
the cube, and the original fields are obtained outside the cube.

under the form of a CFIE and PMCHWT formulation in order to obtain a
resonance-free problem and the same number of unknowns and equations. The
step-by-step approach followed has evolved from simple PEC scatterers embed-
ded within multilayered media (section 3.3.1) up to arbitrary combinations of
dielectric and PEC bodies (section 3.5.2).

In section 3.7 we have introduced the MoM, which allows for solving the
surface integral equations by discretizing the surface equivalent currents (which
are the unknown quantities searched for) and testing the resulting discretized
equations, thereby providing a linear system that has to be solved in order to
retrieve the unknown coefficients of the discretized currents. First, the MoM
expressions for the EMPIEs pertaining to an inhomogeneous dielectric body
(introduced at section 3.4.1) have been derived and written in a matrix system,
conveniently subdivided into matrix blocks whose lines and columns are related
to testing and source surfaces respectively (section 3.7.2.2). Explicit expressions
of the terms appearing in these blocks are given in appendix B. Duality is then
used to obtain the MoM matrix formulation for the corresponding MMPIEs; the
MoM EMPIEs and MMPIEs matrix blocks are then combined following simple
rules to form the MoM matrices for the CFIE and PMCHWT formulations.
Although derived for the inhomogeneous dielectric body of section 3.4.1, the
MoM matrix systems of section 3.7 are easily generalizable to more complete
geometries. Yet it is an unnecessary task to write down the matrix systems
for other cases, as the corresponding submatrices assembling and combinations
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can be performed by a computer fed by the rules derived from the simpler
inhomogeneous dielectric body case.

The MoM computer routines are indeed based on the simple rules of section
3.7 for constituting the MoM matrix systems from the matrix blocks, and
on a programs library that computes efficiently the matrix blocks. The user
must only draw the geometry at hand and mesh the surfaces, give values to
the EM properties of the medium surrounding and filling the inhomogeneities,
and define the source strength, distribution, position and orientation. These
computer routines have been extensively tested and found to yield accurate
solution for geometries involving several volumes (layered sphere), possibly with
sharp edges and corners (cube).

Although very general, these computer routines still suffer some limitations:

e the code does not handle bodies penetrating one or more interfaces of the

multilayered medium;

e the code does not handle intersections between dielectric and/or metallic
surfaces;

e the computational complexity and memory footprint of the code is O (N?)
if an iterative method is used for solving the linear system, where [V is the
number of basis functions, which can rapidly render slow or intractable
the resolution of problems involving electrically large objects?.

The first two items can be addressed in a few men-weeks work, and publica-
tions are available on these subjects [59, 60, 50]. The extension of the code
in order to tackle electrically large objects is however much more challenging,
especially for multilayered media. While this has been done for single PEC,
single homogeneous target and multiple homogeneous targets embedded in two-
layers media by Carin et al. [25, 26, 61] by using the multilevel fast multipole
algorithm (MLFMA) [44, 48], which allows the complexity and memory cost
to drop down to O(N log N), the extension of such a method to multivolumes
embedded in arbitrary multilayered media remains to be done. However, such
an extension was not necessary for the practical applications of the MoM code
studied in chapter 4.

2This can happen if the soil or the target permittivity or the frequency is high.



Chapter 4

Practical applications of the
GPR model

4.1 Introduction

The GPR model developed in chapter 2 allows for the extraction of the target
radar signature, in theory free from the antenna signal artifacts (internal reflec-
tions, emission and reception equivalent currents amplitudes and the multiple
reflections) and from the soil response. For this, the radar system has to be
characterized for determining H,, H? and Hy, and a measurement above the
soil without target has to be performed in order to extract its signature Rg.
With this in hand, one is able to recover the target signature by using (2.62).
Within this scope, comparisons between extracted and computed target signa-
tures have already been made at chapter 2, and excellent agreement has been
found.

However, real world conditions are far from the laboratory settings. The
operational parameters of the antenna can be wrongly estimated. In our expe-
rience, these parameters are strongly dependent upon the strength with which
the waveguide is attached to the VNA. On another hand, the soil EM param-
eters can—and do—vary greatly from point to point, therefore an estimation
of those parameters or of Rg may not correspond to the reality of the ground
surrounding the buried target (at this point we do not consider the dependence
of Rg upon the soil surface roughness, because it is possible to choose the
upper limit of the bandwidth such that the smallest wavelength is still large
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enough when compared to the soil surface variations [9, chapter 3]). Finally,
as each term of the relative error will depend upon the magnitude of the target
signature (section 4.2.3), a parametric study of its variations should also be
performed.

This chapter is organized as follows. Section 4.2 presents two practical
examples of buried target signature extraction and the consequent enhancement
of the target visual discrimination. The first example studies the effect of
soil moisture on the target signature extraction, while the second example is
focused on a B-scan. Both are laboratory experiments. Sections 4.2.3 and 4.2.4
are devoted to the study of the sources of errors that arise in the process of
signature extraction. Finally, section 4.3 presents the parametric study of the
target signature.

4.2 Buried target signature extraction

4.2.1 Extraction of a buried AP PMN Russian mine sig-
nature

Measurements for a soil subject to various water contents have been made. Fig.
4.1 (a) shows [0l t) — T(ml 6) _ () jp the time domain for a 4-layers medium
which contains a plastic AP PMN Russian mine, obtained without filtering out
the soil response (antenna internal reflections have been subtracted). The figure
is a collection of A-scans obtained for different volumetric water contents. The
reader can see that the mine is not discernable from the background.

Fig. 4.1 (b) shows the time domain signature of the mine after extraction
of the soil response in the frequency domain, which had been previously mea-
sured, and filtering of the antenna effect. Note that operational parameter H?
introduces a delay, hence filtering it out from the signal—e.g., going from Fig.
4.1 (a) to Fig. 4.1 (b)—will modify the arrival times of the different signals. In
configurations 1-4, the filtered signal shows much more clearly the presence of
the mine, and the time position of the target reflection permits to accurately
retrieve its depth. In configurations 56, the soil reflection has been correctly
filtered; however, the mine is not clearly visible, because the attenuation of
the EM waves at those water contents becomes too important. Henceforth the
EM waves incident upon the target are strongly attenuated, and the resulting
scattered waves are also attenuated on their way back to the antenna.

The reason why configurations 7-9 yielded less satisfactory results in terms
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Figure 4.1: Time domain signal of soil and Russian PMN mine (diameter
11 ¢m, height 5.5 cm: see Fig. 1.1) for 9 different water contents. Abscissa
“configuration” refers to the water content of the layer containing the target: 1
is 0 %, 9 is 25 % of volumetric water content, and progression between water
contents is uniform. (a) Mine is hard to see because of strong soil reflection.
(b) Soil signal subtraction allows to “see” the mine in some configurations,
indicated by a black arrow. Burial depth varies for different configurations.

of soil clutter removal is due to the fact that the height of the antenna above the
empty soil was not equal to the height of the antenna above the soil with the
mine. This resulted in a phase shift between the estimated soil radar responses
that does not allow for a good subtraction of the soil contribution from the
total GPR signal (see section 4.2.4.1). Configurations 7-9 also correspond to
high water contents, therefore the radar response of the soil is rather strong
and the waves are quickly attenuated within the soil, which leads to an overall
target response much weaker than for the lower water contents.

The water content increases from configuration 1 to 9, and so does the
complex permittivity of the sand. Therefore, if the target is always buried at the
same depth, its signal arrival time should also increase with the configuration
number. However, this is not the case at Fig. 4.1 (b), because the target was
not buried at a constant depth from one configuration to the other, due to
a practical reason: the sand had to be thoroughly mixed for each new water
content in order to ensure homogeneity of the moisture repartition.
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Figure 4.2: Extraction of the B-scan produced by metal cylinder embedded in a

4-layers medium. (a) Antenna internal reflections dominate the soil and target
radar responses in this measured time domain B-scan. (b) Filtering of antenna
internal reflections allows for better understanding of underground structure.
Target response is weaker than soil response. (c) Filtering of the soil signal

shows much more clearly target signal.

4.2.2 Extraction of the B-scan signature of a buried metal
cylinder

The process of soil radar response filtering has been applied to a B-scan (collec-
tion of A-scans along a line) of a metal cylinder (diameter 12 cm, height 6.5 cm)
buried in a sandy soil with €, = 5 and ¢ = 5.3 x 1073 [S/m]. Fig. 4.2 (a) shows
the raw GPR signal in the time domain, with no filtering applied at all. The
internal reflections of the antenna make it impossible to see the buried target.
This illustrates the importance of filtering out the effect of the antenna from
the GPR signal. Fig. 4.2 (b) shows the GPR signal from which the antenna
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internal reflections have been removed. Now the soil radar response dominates
the target radar response. A target with a weaker radar response would hardly
stand out of the background, i.e., the soil. Fig. 4.2 (¢) shows the B-scan from
which the soil signal has been removed, resulting in a great improvement of
the signal to clutter ratio, where “signal” is the target response, and “clutter” is
the soil response. Nevertheless, the soil response is still visible: this is due to a
small change of the antenna height above the soil while it was moved alongside
a line. It is shown at section 4.2.4.1 that an antenna-soil distance error as small
as 3 mm can yield bad results when subtracting the soil response from the radar
signal. Therefore a simple soil signal subtraction is not usable in practice.

4.2.3 Errors in buried target signature extraction

The target signature is yielded by rewriting (2.57):

r—H,
H

1+ Hpbh

Ry — Rg, (4.1)

where Ry = Rﬁ’ and Rg = Rﬁou). The above equation is in the frequency
domain. The first order error on the target signature is given by differentiat-
ing (4.1) and by replacing the differential terms by their corresponding finite

increments:
IRy IRy ORr IRy ORr
ARy = AT AH; AH; + —AH; + ——A
Rr =g AU+ g, At g At G A T g Alts
2
= ! . lAF—AHi—ZﬂAHt— (F_Hl) AHj
H? |1+ Hf—F;l,ﬁ”} ! '

— ARs.
(4.2)

Finally, the relative error in Ry can be obtained from the relative errors in
each of the above terms by dividing both sides of (4.2) by Rp:

ARy 1

= 2
HE [1+ By

Rr

LE_&AIL_2F—HiﬂAHt_<F—Hi)2&AHf
Rr T Rr H; H;, Rr H; H; Ry Hy
Rs ARg

" Rr Rs

(4.3)
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Eq. (4.3), called the GPR determinate relative error equation, is very important,
as it expresses the relative error on R as a weighted sum of the relative errors

of all the terms that are in (4.1). The coefficient in front of each relative error

ARr
Ry

see from practical measurements which source of error is predominant. For

term yields the magnitude of its contribution to . It is therefore easy to
example, we present at Fig. 4.3 the numerical values of these coefficients for
the air-filled target buried in multilayered medium (section 2.5.4). Fig. 4.3
tells us that not all errors have the same effects: while, according to (4.3),
all the coefficients of the error terms are inversely proportional to |Rr|, it is
AH; and AH; that have the highest coefficients in the error formula, followed
by that of ARg. We remind here that H; can be obtained by a free space
measurement in the GPR characterization process (see section 2.4.5); if the
tightening strength that binds the antenna to the waveguide does not vary
from the GPR characterization to the actual measurement campaign, A H; will
be negligible. A variable tightening strength is also a source of error for the
estimated Hy, but another cause concerns the estimation of the radar response
of the calibration target (a finite metal plane, considered infinite for the GPR
characterization). AHj; will have similar causes as AH; and AH;, but its
incidence on the target signature estimation error is much less consequential,
as seen at Fig. 4.3 (b). Finally, ARg can have different reasons, of which the
first is of course the error on the antenna operational parameters. Another
source of error is the fact that the soil response can vary greatly from point to
point due to varying moisture conditions or soil roughness for example, and a
nearby A-scan of a target-free soil can differ significantly from the response of
the soil surrounding the target, thereby yielding a bad soil subtraction. ARg
can also occur when the height of the antenna above the soil differs for the A-
scan with and without the target respectively (see sections 4.2.2 and 4.2.4.1).

4.2.4 Soil clutter in target signature

Clutter should be considered as the main source of the target undetectability.
D. Daniels defines the clutter as “the signals that are unrelated to the target
scattering characteristics but occur in the same sample-time window and have
similar spectral characteristics to the target response” [9]. For GPRs, clutter
mainly comes from the air-soil interface, and to a lesser extent from the multiple
reflections that occur between the antenna and the ground surface. Clutter can
also be generated by inhomogeneities located at the same electrical distance
from the antenna than the target, and this has been studied by El-Shenawee
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Figure 4.3: Relative errors coefficients for signature of target presented at sec-
tion 2.5.4: (a) coefficients of 3 and Sie; (b) coefficients of S, St and
AR—IES. These coefficients are inversely proportional to magnitude of Rr shown

at (c) (reproduced from Fig. 2.10 (c)).

[24].

Aside the soil or spurious target clutter, the target undetectability level is
also related to the dynamic range of the detector [62, 9]. In our experiments we
used a Rohde & Schwarz vector network analyzer whose dynamic range can be
considered to be ~ 110 dB (see the data sheet at www.rohde-schwarz.com).
Therefore, the target would have been undetected if the power level associated
to I'® had been 110 dB below that of I'®) 4 T'(s°i)  This was not the limiting
factor for target detectability in our experiments, and has therefore not been
studied.

Simulations done hereafter show at Fig. 4.7, section 4.3.1, that the radar
response of a small plastic landmine is at least one order of magnitude smaller
than the soil radar response, that is, |Ry| < 0.1 |Rg|. Consequently, rewriting
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(2.57) by neglecting the contribution of the target in the retroaction yields:

rmb v — f; Rs Ry

= . 44
H? 1—HfRS+1—HfRS (49

This equation is written in the frequency domain.

Let us suppose now that the system has been characterized, i.e., that we
know transmittances H;, H; and H; with good precision, and that we possess
for Rs an estimation ﬁs = aRg, where « is frequency-dependent and should
be as close to 1 as possible for every frequency. In order to suppress the soil
contribution in (4.4), we subtract from it the estimated (measured or computed)
soil response and obtain:

F(ml’ ) Hl' _ ES - RS _ ES + RT
H} 1-HsRs 1—HfRs 1-H;Rs 1—HfRs
Rs— R R
= S + HT (4.5)
(1—HfR5)(1—HfR5) 1 - HyRs
RS (1 - Oé) RT

_l—HfRs(l+a) l—HfRs’

where the last equality has been obtained by neglecting H]%RSES at the de-
nominator, because Hy and Rg are smaller than 1, as can be seen at Fig. 2.4
and 2.10. Finally, developing in series the denominators, retaining only the
first-order terms and neglecting the multiple reflections excitation of the target
yields:

remb o — R
— — ~Rs(l—a)(l1+ HRs(1+a)) + R
T T S R (R () R

~ Rs(1—a)+ HyR% (1—o?) + Ry.

The above result shows us that two terms are added to the target signature,
respectively due to the first air-ground reflection and to the first antenna-soil
reflection. This is illustrated at Fig. 4.4.

We therefore have to distinguish two cases, following the target position
with respect to the soil clutter. If the target is within a “clutter band”, it has
to “stand out” in order to be detectable. It can be so through the shape of its
corresponding signal if a B-scan is performed (the shape is then a hyperbola:
see Fig. 1.7 and the corresponding discussion), or through a larger time domain
amplitude of its signature than the soil clutter. On the other side, if the target
is outside the clutter bands, it will be time discriminable even within an A-scan.
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Figure 4.4: Schematic drawing of a B-scan (collection of A-scans along a line)
after soil radar signal subtraction. h is the antenna height above the soil. F~!
denotes inverse Fourier transform. If ﬁs # Rg, the soil interface radar re-
sponse and the first antenna-soil reflection pollute the target signal. Higher
order multiple reflections terms are neglected in the series development of the
denominator in (4.5).

We give in the following two sections two concrete examples of soil interface
and antenna-soil reflection clutter.

4.2.4.1 Soil interface clutter

If the target is very close to the soil surface, the time domain equivalent of
Ry will get mixed into that of ARy = Rs — Rg = Rs (1 — a). Since |Ry| <
0.1|Rs|, a 10% error on Rg will have the consequence that |ARg| > |Rr,
which renders the target not discernable in an A-scan with the antenna placed
at its nadir. However, if the error does not vary with the antenna horizontal
position, the mine can still be discernable in B-scans (with a constant antenna
height above the soil surface), as its characteristic hyperbola will stand out of
the background. If Rs = Rs (a = 1), the soil subtraction is perfect and the
clutter is zero.

Let us illustrate the soil interface clutter by a simulated example, where
we suppose that Hy = 0 (no antenna scattering). Fig. 4.5 (a) shows the
theoretical (computed) B-scan of a metallic cylinder buried in a 4-layers soil.
Fig. 4.5 (b) presents the B-scan signature of the cylinder, where the soil radar
signal extraction is done perfectly, i.e. when no error is made on the soil EM
parameters or on the height of the antenna above the soil. It is easy to see that
the signal due to the different layers has been perfectly removed. The second
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reflection apparent on the figure is due to the image of the cylinder in the metal
plane at the bottom of the multilayered medium.
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Figure 4.5: Simulated time domain B-scan of iron cylinder (h =6 e¢m, d = 12
em) buried in a 4-layers medium. Last layer is PEC. (a) Rs + Rr, i.e. radar
signal before soil signature subtraction. (b) Radar signature of buried cylinder
when soil EM parameters and antenna height are correctly estimated. (c) Radar
signature of buried cylinder when .o of layer 2 is incorrectly estimated. (d)
Radar signature of buried cylinder when antenna height above the soil is 3 mm

lower than in the simulation of the soil alone.

Fig. 4.5 (¢) shows the degradation of the signature extraction when an
underestimation of 10 % is made on the estimation of the dielectric permittivity
of layer 2. The reflection of layer 2 cannot be completely eliminated, but the
result of the filtering is still sufficiently low as compared to the reflection due to
the cylinder for this latter to be clearly visible. The interface between layer 2
and 3 is also visible, but the main clutter comes from the PEC plane reflection.
The explanation is the following. As for layer 2, the amplitude of this reflection
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is incorrectly estimated; but, since the EM waves propagation velocity within
layer 2 is also not correctly estimated, the time at which this reflection occurs
does not correspond to the original time. Therefore, at the PEC plane level, the
soil signal subtraction yields a difference between two large quantities (correct
and incorrect reflection of PEC surface) that are not in phase, which in turn
gives a considerable contribution to the extracted target signature. In fact, this
contribution is so strong that the second hyperbola is not visible anymore.

The above reasoning may be reproduced for Fig. 4.5 (d), where an error of 3
mm is made on the estimation of the antenna height above the soil. This error
causes a difference in the arrival time of the air-soil interface radar return, and
the difference of these two quantities yields an important “phantom reflection”,
rendering the extraction of the cylinder radar return barely possible. From
the above discussions, it is easy to see that mistakes in antenna height lead to
more important errors in target radar return extraction than those due to bad
estimation of the soil EM parameters. Only the “tails” of the hyperbola are
visible at Fig. 4.5 (d), but the top of the hyperbola, which corresponds to the
A-scan at nadir of the target, is drowned in the soil interface clutter. However,
the B-scan renders the target radar response space-time discernable thanks to
the tails of the hyperbola. Note that if the antenna is too directive, the tails
of the hyperbola will present a small amplitude and might therefore be hard to
detect.

4.2.4.2 Antenna-soil multiple reflections clutter

If the target is buried away the air-soil interface, time domain Ry can be
mixed in the antenna-soil first reflection clutter. For example, if the antenna
is located at h = 20 cm above the ground surface, clutter due to antenna-soil
multiple reflections will be located at t = 4h/c = 2.67 ns (c is the speed of
light in free space). Moreover, if the target is buried at d = 7 cm deep in a
soil having &,; = 8, urs = 1, its signal will occur at ¢ = 2 (h+d\/&,5) /c =
2.65 ns, which corresponds to antenna-soil clutter time. If we suppose for
simplicity that the height of the antenna remains constant while performing
a B-scan, the clutter due to the antenna-soil multiple reflections will form a
horizontal band that will “pollute” the target hyperbolic signal, with the first
(and most important) reflection located at a time position that depends upon
the antenna-soil distance. This clutter effect is schematically depicted at Fig.
4.4. Tf the clutter is more important than the target radar response, it can mask
a significant part of it, especially if the hyperbola displays a small curvature.
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It has already been mentioned (section 2.2) that our antenna is a strong
scatterer. We repeat here that this antenna allows to bring to light the “multiple
reflections” effect. It must be stressed that, thanks to the modularity of the
model, any antenna, in particular a weak backscattering one, could have been
used instead of this one.

4.3 Parametric study of buried target radar sig-

nature

One of the most important question that has to be answered before using the
GPR in mine detection activities is: when will GPR perform poorly in detecting
mines? Or in other words: when is the signal-to-clutter ratio small to the point
that the mine detection becomes hazardous (here, signal is the target signature
and noise are all other signals)? We have seen in the previous section that the
answer to this question is strongly related to the strength of the soil clutter with
respect to the target signature magnitude and its location in the time domain.
Eq. 4.3 also shows that the relative error terms are inversely proportional to
the magnitude of the target signature. It is therefore of significant interest to
study the variation of the soil and target radar responses with respect to the
parameters that are susceptible to impact them.

The physical and geometrical parameters that influence the target signa-
ture are: the soil EM constitutive parameters .5, tirs, 05 (subscripts “r”’ and
“s” stand for “relative” and “soil” respectively), the target depth and orienta-
tion with respect to the soil surface, the antenna height and the target EM
and geometrical properties. The soil EM characteristics are amongst the most
important factors in the mine radar response. As will be seen later in this sec-
tion, the magnitude of the target signature is indeed strongly correlated with
the difference of EM parameters (especially dielectric permittivity) between
the soil and the target. Moreover, it is well known that soils which present
high losses will prevent the GPR from detecting buried targets, since attenu-
ation can greatly reduce the power incident upon and hence scattered by the
target. The target physical properties also play a very important role: its EM
properties—which are to be compared to the soil EM properties—, shape and
dimensions play a significant part on its radar cross section. Finally, the GPR
hardware (antenna type and orientation, polarization, frequency band, ...)
also plays an important role in the soil and target signature, since it defines
the excitation of the targets. In this work we have only considered the radar
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system described in chapter 2.

Measurements can answer the performance assessment question. The main
advantage of this approach is that it can be made as close to the terrain reality
as possible. However, this method is time-consuming and expensive. Moreover,
many parameters can influence the measurements, and it is very difficult to iso-
late the influence of each parameter in the variations of the signal. Finally, the
results provided by this method are bound to the hardware used (antenna type
and polarization, detector sensitivity, soil signal filtering, signal modulation,
etc.), and are by no means extrapolable to another radar system.

H=5cm

-

D =6 cm

Figure 4.6: The M85BG AP mine simulant used in the parametric calculations.
Due to its internal structure, it is probable that a real M35BG AP mine would
have o radar response 5—10 dB superior to its simulant.

Another approach consists in a numerical parametric study of the target
radar signature. The advantages of the numerical approach are obvious: it
allows for a separate study of the influence of the parameters on the radar
responses, it is fast, cheap, generic with regards to hardware, and finally it
is deterministic and not prone to hardware failures or misuse. Moreover it is
always possible to link the numerical experiments with a particular hardware
by characterizing this latter, and use (2.57) and the related subsequent equa-
tions for determining the signal that would have been measured. The main
disadvantage is that it is non-realistic w.r.t. the soil clutter if only flat soil is
considered.

In this work we have chosen the numerical approach. The target considered
in the remainder of the text is a dielectric cylinder representing an AP mine,



120 Practical applications of the GPR model

with diameter 6 cm and height 5 cm, and ¢, = 3. These numbers are chosen
to approach as much as possible the physical properties of the M35BG AP
mine (see Fig. 1.1), which is small and therefore difficult to detect. We could
have used a more complicated target in the numerical computations, with a
better approximation of a real landmine internals. However, the goal here is to
present a parametric study; the qualitative conclusions of the parametric study
can probably be extrapolated to more complicated targets since the study is
mainly focused on the consequences of the soil EM parameters variations or on
the target relative position with respect to the radar system. Nevertheless, one
could use much more complicated targets in the study, e.g. real mine struc-
tures, since the GPR model remains exactly the same. Such a study could
be performed for finding the best possible geometry-radar antennas-frequency
band for a given target and a given soil.

For all signatures, the target and soil excitation fields are computed with
the help of the cosinusoidal equivalent currents distribution on the aperture of
the horn antenna (see chapter 2).

4.3.1 Varying soil permittivity

The “physical” situation consists in the cylinder buried 4 cm deep, and the
antenna located at 20 cm above the soil. The frequency band is 0.5-3 GHz,
and &, varies from 2.5 to 10. Fig. 4.7 (a) shows that, for tands = 0, the mag-
nitude of the target signature grows with f and with the contrast of dielectric
permittivity Ae, = |e,5 — .¢|].! For a small tands, this observation seems to
remain valid as seen at Fig. 4.7 (¢). When losses in the soil become important,
it appears that for a given e,5, the magnitude presents an optimum for a fre-
quency that is not necessarily the upper limit of the band. Please note that,
in reality, €,s > 2, but this value has been used for comparison.

The same observations apply to Fig. 4.7 (b), (d) and (f), which present the
most interesting quantity, i.e., the ratio of magnitudes of the target and soil
signatures. Please note that, while the numerical values may not correspond
accurately to reality, the ratio |Ry/Rg| is always below 0.1, and can go below
0.02 for high losses in the soil. This is an indication that the target response
will in most cases be much weaker (at least one order of magnitude) than the
soil response.

Finally, it should be noted that, since the target has been considered lossless
(which is a valid assumption), augmenting the losses in the soil will make the

I The magnitude of the target signature is of course near to zero if £,5 ~ er+.
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target more “visible” for €., = 3, this because ¢, is real.



122 Practical applications of the GPR model

4.3.2 Varying antenna height above the soil

Fig. 4.8 (a) shows that |Rp| decreases if the antenna height above the soil
increases. Fig. 4.8 (b) indicates that, when the antenna is moved away from the
soil, the target radar response decreases faster than the soil response. Indeed,
as explained in sections 2.4.4.2 and 2.4.4.3, the decrease in amplitude of the
soil signal is only in R~! while that of a localized target is in R~2. Hence, for
increasing the ratio |Rr/Rgs|, the GPR antennas should be put as close to the
soil as possible. When doing so, however, one has to bear in mind that the
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Figure 4.8: (a) Variation of |Rr| as function of antenna height above soil. (b)
Variation of ﬁ—g .

antenna-soil multiple reflections terms schematically depicted at Fig. 4.4 will
get closer to each other, and their time domain amplitudes will grow following
a R™2 rule. Therefore the probability of polluting the target signature will
increase. A study is necessary to evaluate if this disadvantage outweighs the
increase of the ratio |Ry/Rs| when the antenna is closer to the soil.

4.3.3 Varying target depth

As we can see at Fig. 4.9 (a), when the soil presents no losses, the decrease
of the target signature magnitude with the increase of the target depth is not
very significant. However, Fig. 4.9 (b) shows that this decrease adopts an
exponential behavior when the soil presents a loss tangent, here tand = 0.1.
A more interesting depth effect is its influence on the MoM matrix Z of the
target. We can see at Fig. 4.10 that the difference between the MoM matrix
Z (ml) of the buried target and the MoM matrix Z (hs) of the target embedded
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Figure 4.9: Magnitude of target signature for varying target depth with (a) no
losses in soil (b) tands = 0.1. g5 = 5.5.

in a homogeneous space having the same ¢, as the soil becomes smaller as
the target depth increases. This effect is even more pronounced when the
soil is lossy. As the MoM matrix is characteristic of the target, this result
simply means that, the deeper the target is, the more its signature resembles its
homogeneous space counterpart—provided that the medium has the same EM
parameters as the soil. Another way to see this is that the multiple reflections
between the air-soil interface and the target play a more and more negligible

role as the target depth increases, and this tendency is increased if the soil is
lossy.
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Figure 4.10: |AZ|| = ||Z(™) — Z(*s)|| diminishes with target depth. (a) e, =
5.5 and no losses in soil. (b) €5 = 5.5 — j0.55 and tand, = 0.1.
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Since the difference between the MoM matrices diminishes with target
depth, it is interesting to check the evolution of the difference between the
radar signals R(T“‘l) and Rg‘ *) computed with the help of the MoM matrix of
the buried target and its homogeneous space (hs) counterpart respectively. In
this numerical example the antenna is located at 20 cm from the soil, and the
incoming fields in the presence of the soil are used for computing Rgpm]) and
Rgl s) (buried and homogeneous space targets undergo the same excitation). We
can see at Fig. 4.11 that the relative error is in its greater part below 5 %. The
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above result could be of very important practical consequence in target identi-
fication. Indeed, one could compare the target signature measured on the field
with its counterpart obtained by measurement or simulation in a homogeneous
medium having the same EM properties as the soil, because the orientation
and distance of the target with respect to the interface plays a negligible role
in its response: only the amplitude and phase of the excitation fields and their

angle of illumination of the target matter.

4.3.4 Varying target angle with respect to the vertical

The buried target top surface is not necessarily parallel to the air-soil interface.
It means that for monostatic GPRs the specular reflection will not occur, unless
the antenna is tilted. In this numerical experiment R; was computed over the
usual frequency band, but with a varying tilting angle 87 between the soil
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surface and the top surface of the target. Fig. 4.12 shows that to an increase
of 67 up to 40° corresponds a small increase of Ry at lower frequencies, but
that an important decrease of Ry occurs at high frequencies. This, together
with Fig. 4.14 (b), shows that the top surface of the target plays a crucial
role in the magnitude of its radar response. A possible explanation for the
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Figure 4.12: Varying target angle with respect to the vertical. €. = 5.5.

small increase of R at lower frequencies has been suggested by Marc Piette.
The scattering of an electrically small object is mainly related to the “visible
surface” or “aspect” that it offers to the incoming wave. In this case, since the
wave is propagating following the vertical, the aspect of the cylinder is at its
maximum when tilted at around 40 degrees w.r.t. the vertical.

Fig. 4.13 shows examples of the time domain Ry for different target angles.
One can see that the greatest amplitude is obtained for 6 = 0.

4.3.5 Varying target diameter, height and shape

The increase of the area of the target top surface has a significant impact, and
leads to an important increase of the target response |Rp|, as shown at Fig.
4.14 (a). We note also that the height of the target only displaces the loci of the
local minima and maxima of |Rr|, but does not increase its magnitude. Fig.
4.14 (b) gives an idea of the changes in the magnitude of the target response
that can occur if a small change of geometry or a void in the AP mine is added
(see Fig. 4.15). The most significant changes appear to occur at 2 GHz and
above, but this value is indicative, as a higher soil dielectric permittivity would
have a strong influence on these variations. Nevertheless, the introduction
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Figure 4.13: Time domain Ry for three different target angles with respect to
the vertical. €. = 5.5. Maximum amplitude is attained for 6 = 0°.

of a geometrical or structural modification such as a small bump or an air
void modifies in an important manner the target signature, and it emphasizes
the importance of taking into account even small geometrical details in the
fabrication of inert mines used in GPR testing. Likewise, a precise computer
CAD model of the target is needed if one wants to perform more realistic
simulations.

4.4 Summary and perspectives

The monostatic GPR equation (2.57) can be used for extracting the target sig-
nature from radar measurements. The target radar response is then given by
(4.1), where the soil radar signal Rg can be measured or computed once the soil
EM parameters are known. We have shown in two laboratory experiments—
a soil with varying moisture content containing a Russian PMN mine and a
B-scan of a buried metal cylinder—that the subtraction of the antenna and
soil contributions to the total radar signal significantly enhances the visual dis-
crimination of the target. Moreover, the ability to retrieve the target signature
opens the door to further signal processing treatment that could allow target
identification.

However, errors on the estimation of the antenna operational parameters
or of the soil radar response lead to errors on the estimated target response, as
stated by the GPR determinate relative error equation (4.3). In that equation,
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Figure 4.14: (a) Varying target height and diameter. For curves 1, 8, 5: D =
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the relative error on Ry is expressed as a weighted sum of the relative errors
on the terms of (4.1), with all weights inversely proportional to |Rr|. In the
numerical example given at Fig. 4.3, we can see that the weights before AH;,
AH; and ARg are the most important; however, if the antenna-waveguide
tightening strength does not change between the GPR characterization and the
actual measurement, A H; will be negligible. Moreover, in that case the source
of error for H; comes then from the target used for GPR characterization.
Apart from characterization errors, the error on the soil response can be due
to the differences in the soil EM properties from point to point, or to the soil
roughness, which induces random spatial variations in the soil response. This
latter aspect has however not been studied in this work.

The soil clutter, which arises when its response is not properly subtracted
from the total radar signal, is the main source of target undetectability. In an
A-scan, if the target is flush buried, its radar response can be mixed with the
air-soil interface response; if buried deeper, its response can be polluted by the
multiple reflections occurring between the soil and the antenna. Fortunately,
in this case a B-scan renders the target space-time discernible, thanks to the
characteristic hyperbolic shape of the target response. The amplitudes of the
hyperbola tails are dependent upon the directivity of the antenna and the losses
in the soil. If the antenna is too directive, the target will be “visible” only if
it is located on the main beam axis, and its hyperbola tails amplitudes will
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Figure 4.15: The modified AP mine geometries. (a) Small bump on top surface.
(b) Air void in the AP mine.

decrease sharply with antenna-target horizontal distance. The losses in the soil
further decrease these tails amplitudes, as the length of the propagation path
in the soil increases with antenna-target horizontal distance.

In these extraction error and soil clutter studies, we have seen that the
magnitude of the target response, taken relatively to that of the soil response,
is an important factor in the quality assessment of the detection and signature
extraction. It is therefore of significant interest to study the variations of
these magnitudes with regards to the parameters that are susceptible to modify
them through a parametric study of these responses. It would be expensive
and time consuming to perform such a parametric study experimentally, as it
would require a high degree of control in order to isolate the influence of each
parameter and reduce the measurement errors. This, added to the fact that
the GPR model has an excellent precision, has led us to choose to perform this
parametric study with the help of our MoM code.

This parametric study, although particular to a given target (¢, = 3) and
antenna currents (cosine distribution), and contained within determined fre-
quency (0.5-3 GHz) and soil permittivity (2.5-10) ranges, has provided both
expected and surprising results, summarized hereafter.

e If the soil is not lossy, an increase in its permittivity or in frequency
results in an increase in both |Rr| and }g—g}. When the soil is slightly
lossy (tands = 0.1), the above conclusion still holds, but this is not
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valid anymore for highly lossy soils (tand, = 0.3), where an increase in

frequency or soil permittivity can yield a decrease in both |Rr| and ‘ﬁ—g

e The increase of the antenna-soil distance unsurprisingly yields a decrease
in both |Rr| and ‘%

e On the other hand, the study of the varying target depth yields a unex-
pected (not previously provided by experiments) result:

— the multiple reflections between the target and the soil interface can
be neglected in the target signature evaluation with an error mostly
inferior to 5 %, and this error sharply drops with soil losses and/or
target depth;

— in other words, the characteristic MoM matrix of the buried target
is very similar to the one that would have been obtained in a ho-
mogeneous medium having the same EM parameters as the layer
containing the target;

therefore, while the target signature depends upon the amplitude and
angle of incidence of the excitation fields impinging on the target, it does
not depend upon the target orientation with and distance from the soil
interface. So, if someone is about to build a database of target signatures,
he can do it by considering only an excitation field, the target orientation
w.r.t. this field and the EM parameters of the “immediate vicinity” of the
target, but does not have to consider the orientation and distance of the
target w.r.t. the air-soil interface, the smallest distance (or target depth)
being determined by a maximum acceptable error.

e The target orientation with respect to the incident fields has a strong
effect on its signature, and this study has shown that the signature mag-
nitude drops sharply when the reflection is not specular.

e The diameter of the target has an important effect on the signature mag-
nitude, while its height only displaces the loci of the maxima and minima.

e A slight modification of the target geometry or inner structure can sig-
nificantly change its radar response above a certain frequency.

Although performed for a simple target, this parametric study could be
performed for more complicated objects presenting a better approximation of
a real landmine internals. However, the goal here was to present the parametric
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study itself. The qualitative conclusions of the parametric study can probably
be extrapolated to more complicated targets, since the study is mainly focused
on the consequences of the soil EM parameters variations or on the target rel-
ative position with respect to the radar system. Nevertheless, one could use
much more complicated targets in the parametric study, e.g. real mine struc-
tures, as it does not make any difference to the numerical code. Such a study
could also be performed for example for finding the best possible geometry-radar
antennas-frequency band for a given target and a given soil. One could also
use it for evaluating different equivalent currents distributions—corresponding
to different antennas—, of for testing the influence of the soil roughness on Rr
and on %- Finally, the numerical code could be used for finding the resonance

frequencies of the buried target [63, 64, 65, 66].



Chapter 5

Summary and perspectives

5.1 Summary

The research work deals with the establishment of a complete, accurate, effi-
cient and separable model of a monostatic SFCW GPR. The completeness, i.e.
modeling from the EM quantities (fields and currents) up to the measured sig-
nal displayed to the operator, is important for providing the designer with a tool
able to help him in creating or enhancing a particular design. The quantitative
accuracy is a desired feature for the generation of predictive results, as well
as for being able to access and precisely describe the high degree of complex-
ity subtending the scattering processes at hand. The efficiency, related to the
numerical method used in the model, should ensure that the accurate results
are obtained within a reasonable computation time. The efficiency extends
to the entire GPR model through the separability of its constitutive elements,
which moreover allows for flexibility in the choice and modeling method of these
elements.

In chapter 2, the setup of this accurate model of a monostatic SFCW GPR
in presence of buried targets has been presented. The antenna modeling fol-
lows a mixed characterization-aperture equivalent currents approach: indeed it
is described by its current distribution and by operational parameters that de-
scribe the complex radiation processes occurring in the presence of the soil and
target. These parameters can be estimated by a simple calibration procedure,
obviating the difficulty of setting up a precise numerical model of the antenna.
The model, derived for arbitrary antenna equivalent current distributions, has
been applied using dipole and cosinusoidal distributions. It yielded very good
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quantitative similarities between estimated and simulated target signatures, es-
pecially for the cosinusoidal distribution, thereby validating the complete radar
equation and its associated methodology for signature estimation, as well as
the numerical algorithms used in the computations. The results also showed
that accounting for the antenna-soil and to a lesser extent antenna-target mul-
tiple reflections in the process of target signature estimation slightly enhances
the quality of the signature estimation with respect to a classical background
subtraction. Finally, the decoupling of the antenna and target modeling allows
for a great modularity in the use of the complete model, as the soil and tar-
get radar responses Rg and Rt can be computed independently and combined
in (2.57) with the operational parameters H;, H; and Hy resulting from the
characterization of a given radar system for having its complete simulated I'.

The equations of the GPR model have been written for targets buried in
arbitrary media, but the GPR model has been used in numerical computations
involving flat multilayered media only. In principle, the GPR model and the
numerical algorithms developed in this work allow for the computations of
GPR responses of targets buried under rough soil interfaces. However, as said
in section 1.5, the main reason for using a flat soil was the necessity of having
experiments both complex and controllable, i.e. as free as possible of statistical
variables. If in future works the soil roughness is introduced in the numerical
computations and in the experiments, one should ensure that the statistical
properties of the soil surface geometry are the same in the model and in the

experiments.

The GPR model has been experimentally validated for antenna heights
above the soil ranging from 40 cm down to 20 cm, and for a frequency band
of 0.8-3 GHz. The lowest height to which the model is still correct for a given
frequency has not been investigated, and the model remains to be validated—or
modified—for antenna heights above the soil of a few centimeters.

In chapter 3, we have derived in section 3.2 the Huygens surface equivalence
principle for a homogeneous medium in a manner slightly different than the de-
velopment presented by Peterson et al. [51, chapter 1], in order to derive the
principle for sources contained within the region for which the equivalence is
built. In section 3.2.2 we extended the principle to multilayered media thanks
to the source-field relationships written with help of the appropriate DGFs [27].
This equivalence principle has allowed us to write mixed-potential integral rep-
resentations for the original electric and magnetic fields within a given volume
as a sum of fields resulting from source-fields integrals of bounding surface
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equivalent currents convoluted with the volume Green’s functions, combined
with the fields produced by the original sources if any. Applying the boundary
conditions to the integral representations of these fields has naturally provided
the surface electric and magnetic mixed-potential integral equations, namely
the EMPIE and MMPIE, which in section 3.6 have further been combined
under the form of a CFIE and PMCHWT formulation in order to obtain a
resonance-free problem and the same number of unknowns and equations. The
step-by-step approach followed has evolved from simple PEC scatterers embed-
ded within multilayered media up to arbitrary combinations of dielectric and
PEC bodies.

At section 3.7 we have introduced the MoM, which allows for solving the
surface integral equations by discretizing the surface equivalent currents (which
are the unknown quantities searched for) and testing the resulting discretized
equations, thereby providing a linear system that has to be solved in order to
retrieve the unknown coefficients of the discretized currents. First, the MoM ex-
pressions for the EMPIEs pertaining to an inhomogeneous dielectric body have
been derived and written in a matrix system, conveniently subdivided into ma-
trix blocks whose lines and columns are related to testing and source surfaces
respectively. Explicit expressions of the terms appearing in these blocks are
given at appendix B. Duality is then used to obtain the MoM matrix formula-
tion for the corresponding MMPTIEs; the MoM EMPIEs and MMPIEs matrix
blocks are then combined following simple rules to form the MoM matrices for
the CFIE and PMCHWT formulations. Although peculiar to the inhomoge-
neous dielectric body of section 3.4.1, the MoM matrix systems of section 3.7
are however easily generalizable to more complete geometries. Yet this is an
unnecessary task, as the resulting submatrices assembling and combinations
can be performed by a computer fed by the rules derived from the simpler
inhomogeneous dielectric body case.

The MoM computer routines are indeed based on the simple rules of section
3.7 for constituting the MoM matrix systems from the matrix blocks, and
on a programs library that computes efficiently the matrix blocks. The user
must only draw the geometry at hand and mesh the surfaces, give values to
the EM properties of the medium surrounding and filling the inhomogeneities,
and define the source strength, distribution, position and orientation. These
computer routines have been extensively tested and found to yield accurate
solution for geometries involving several volumes (layered sphere), possibly
with sharp edges and corners (cube). Although very general, these computer
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routines still suffer some limitations that should be addressed in future work:

e the code does not handle bodies penetrating one or more interfaces of the

multilayered medium;

o the code does not handle intersections between dielectric and/or metallic
surfaces;

e the computational complexity and memory footprint of the code is O (N?)
if an iterative method is used for solving the linear system, where N is
the number of basis functions, which can rapidly render resolution of
problems involving electrically large objects slow or intractable.

Chapter 4 was oriented towards practical uses and limitations of the GPR
model. We have shown in two laboratory experiments—a soil with varying
moisture content containing a Russian PMN mine and a B-scan of a buried
metal cylinder—that the subtraction of the antenna and soil contributions to
the total radar signal significantly enhances the visual discrimination of the
target. Moreover, the ability to retrieve the target signature opens the door to
further signal processing treatment that could allow target identification.

However, errors on the estimation of the antenna operational parameters
or of the soil radar response lead to errors on the estimated target response, as
stated by the GPR determinate relative error equation. In that equation, the
relative error on Ry is expressed as a weighted sum of the relative errors on
the elements appearing in the GPR equation, namely, I', H;, H;, H; and Rg,
with all weights inversely proportional to |Rr|. The errors on the operational
parameters find their source in changes in the radar setup between character-
ization and actual measurement, as well as in the assumed radar response of
the target used in the characterization process. Apart from characterization
errors, the error on the soil response can be due to the differences in the soil
EM properties from point to point, or to the soil roughness, which induces
random spatial variations in the soil response. This latter aspect was however
not studied in this work, as one can choose a frequency band such that the soil
roughness is without effect in that band.

With help of the monostatic GPR equation, we also have given special
attention to the soil clutter, which arises when its response is not properly sub-
tracted from the total radar signal, is the main source of target undetectability.
We have explained how the target signature could be masked by the soil clutter
in an A-scan, and how a B-scan can render the target space-time discernible,
as long as the antenna is not too directive and the soil is not too lossy.
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Finally, in these extraction error and soil clutter studies, we have seen that
the magnitude of the target response, taken relatively to that of the soil re-
sponse, is an important factor in the quality assessment of the detection and
signature extraction. It is therefore of significant interest to study the varia-
tions of these magnitudes with regards to the parameters that are susceptible
to modify them through a parametric study of these responses. As it would
have been expensive and time consuming to perform such a parametric study
experimentally, because of the high degree of control needed in order to isolate
the influence of each parameter and reduce the measurement errors, we have
used our numerical algorithms for this purpose. This parametric study, al-
though particular to a given target and antenna currents, and contained within
frequency and soil permittivity ranges, has provided both expected and sur-
prising results, of which the most important are the facts that the multiple
reflections between the target and the soil interface play a negligible role in the
target signature and can therefore be neglected, and that the shape and inner
structure of the target has an important impact on its signature above a given
frequency.

Although performed for a simple target, this parametric study could be
performed for more complicated objects presenting a better approximation of
a real landmine internals. However, the goal of this work was to present the
parametric study itself. The qualitative conclusions of the parametric study
can probably be extrapolated to more complicated targets, since the study is
mainly focused on the consequences of the soil EM parameters variations or
on the target relative position with respect to the radar system. Nevertheless,
one could use much more complicated targets in the parametric study, e.g. real
mine structures, as it does not make any difference to the numerical code.

5.2 Perspectives

Future works on the GPR model should include its extension to bistatic or mul-
tistatic systems. The extension to more general antenna currents and incident
fields, and the corresponding generalization of the characterization procedure,
is also foreseen, this for taking into account multiple reflections in case of scat-
tering by targets located away the main beam axis, as well as for allowing
the use of the radar model for antennas located very close to the soil surface.
In order to simplify the characterization we consider the possibility to partly
compute H; by numerical modeling of the antenna.
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Since the GPR model also yields a means for obtaining the target radar
response, this latter should be studied (experimentally or numerically) for ex-
amining the possibilities of target identification. Moreover, research should
seek a minimal set of parameters for characterizing the target signature. Fi-
nally, the practical usefulness of the GPR model should be further examined
through experiments involving a commercial GPR, with the aim of predicting
as precisely as possible the expected performances of the detector given the soil
type, moisture level, type of targets and signal processing algorithms used.

On the point of view of the numerical algorithms, their capabilities could
be greatly extended with additions such as the possibility of computing the
scattering by targets penetrating interfaces, as well as the handling of volumes
intersections. These additions demand a few men-weeks or men-months work.
On another hand, the numerical efficiency of the code could be vastly improved
by the use of numerical methods such as the multilevel fast multipole algorithm
(MLFMA) or the adaptive integral method (AIM), however these extensions
would require a significant amount of work, especially for targets embedded in
multilayered media.

A last word concerns the possibility of using the methods developed in this
work for modeling other microwave detectors, such as an active or passive ra-
diometer. Indeed, the possibility of using a radiometer for detecting landmines
is currently under investigation by the Deutschen Zentrum fiir Luft- und Raum-
fahrt (DLR) [67]. We have seen that accurate modeling can provide a number
of benefits to the designer of a detection system, and while such models exist
for passive and active radiometry for stratified media [11], such a work is still
lacking for buried targets. First approximation models have been proposed in
the past [67, 68], but they suffer severe limitations in their possibilities of ap-
plication, precisely due to their lack of precision. Our personal opinion is that
a numerical model, such as the one developed here, should be adapted to meet
the modeling characteristics pertaining to the radiation properties of a buried
inhomogeneity, namely, the incoherency of the surface equivalent currents that
could represent the incoherent emission processes that arise in phenomena of

natural radiation.
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Appendix A

GPR modeling

demonstrations

A.1 Integral on Sy

The integral on Sy, resulting from the reciprocity applied between fields from
a state 1" and R, is written:

/ (ETXHR—ERXHT)-ﬁdS. (A].)
Sv

As the measurement system and waveguide is coated by a perfect electric con-
ductor (PEC) (h2), and since the tangential electric field over a PEC must be
zero, the integration over Sy vanishes, excepted in the waveguide. Note that a
surface impedance boundary condition would yield the same result. Within the
waveguide, fields propagate following the fundamental mode (h3). The total
fields in a single mode is a linear combination of the forward and backward
mode fields [41, p. 538]. Using (12), (13), (45) and (46) of [41], we can write
that

(EX7HX) = (Eax +beaHax +be)

_ <ax+bxe aX—th> (A2)
VRIY VR ipe}

where X refers to state T or R, e; and h; are the transverse fields of the forward-

propagating (towards antenna) mode, and ax and bx are the amplitudes of the
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forward and backward traveling waves respectively. pg is defined as:
poé/etth-ﬁdS (A.3)
s

where 1 is the normal to the waveguide section and points towards direction
of propagation of traveling wave a, and S is the section of the waveguide.
We can now rewrite (A.1):

/ (Er x HrR — Er x Hy) - 01dS = [(ar + br) (ag — bRr)
Sy

)]fsetxht-ﬁds (A4)
Do
= —-2K (CLRbT - CLTbR)

— (CLR + bR) (CLT — by

where the reciprocity factor
KA Jse: xhy-ndS
Po
As said in [41, p. 547], K = 1 for most waveguides. For other waveguides, K

(A.5)
can easily be computed.

A.2 Matrix inversion lemma and useful formulas

The matrix inversion lemma states that:
(A-BDC) "=A"+ATB(R -CAT'B) CAT. (A6)

Particularizing this to A = I and D = [ yields:

1

(L-BC) '=1+B(L-CB)'C. (A7)

Another useful relation is given by multiplying both sides of (A.7) by C:

C(L-BC) '=C+CB(L-CB) 'C
=(L-CB+CB)(L-CB) 'C (A8)
=(L-¢cB) 'C

A.3 Computation of antenna feedback matrix in

presence of multilayered medium

Consider sources (Jexc, Mexc) that produce fields (Eglcl), H((;?Cl)) in presence of

a multilayered medium. The coefficients of these fields in the field basis are
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F{™) " The soil may be replaced by equivalent currents (Jsoil, exes Misoil, exc ) -
Hence, E.(;‘CI ) — ngc) +F(fs) If an antenna is introduced above the soil, addi-

=soil, exc"
tional equivalent currents (J a5, Mas) and (Jsoit, ant, Misoil, ant) must be added

respectively on the antenna and in the soil. The coefficients of (J As, M AS) in
the current basis are I ffg). By definition of H ;ml), we have

ml ml m
1§ = 70 pm, (A.9)

Using the soil equivalent currents, we may equivalently consider that the an-
tenna is in free space and is excited by (Jexc, Mexc) + (Jsoit, exc: Msoil, exc) +
(Jsoil, ant» Msoil, a,nt), which produce the fields

F(fs) _ ngg + F(fs) + F(fs)

=exc, fs =soil, exc =soil, ant
— pm) y ps) (A-10)
£ exc —soil, ant
We may then write that
ml ; £
1Y = HPFE) (A1)
Equating (A.9) and (A.11), we get:
HP (EGD + PG ) = HEGD. (A12)
Using Eg(f)si ant = g(soil)lgrg) _ Q(SOil)g(fml)Eg‘cl), we get
£ £ i ml ml
H + PG g™ = B (A.13)

where we have dropped the factor Eg;ncl), because (A.13) must be valid for any

F&D  We then get (L- g(ffs)g(som)ggcml) = gscml) from which (2.53) follows.
A.4 Equality of total and recursive approach

First we demonstrate that expressions (2.49) and (2.52) for the antenna currents
in presence of soil and target obtained by the total and recursive approaches
are equivalent. By using (2.53) in (2.52) and the same current and field basis,
one gets:

N | -1
150 = (L) " mev) 1

— (L~ mgem) ™ (L~ gt )

= (£ - ng(SOil’ t)) - Lar

1
ml A.14
lqu) ( )
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where the last line is due to (2.51). The demonstration is ended by noting that
in (2.49), [ (el v) _ lml ©)

Using (2.40) in (2.50) and the same current and field basis for T®°) and
I'®) we can write that

. . T
P 10 = 15 RGN I + (157) BegO LY
” (A.15)
ml i ml,
= (L) [BeGo L+ RGO L]

where the second line is obtained by transposing the first term (each term of the
sum is a scalar), together with the fact that (R Fg(s"“))T = RpG® . Using
the last line of (A.14) for rewriting I ,,- as function of I 54"; ") and factoring to
the right this latter yields:

F(soil) + F(t) —
T . . (A.16)
(lgfjlp) [ﬁFg(sml) (i _ gfg(soﬂ, t)) + ﬁFg(t)} lgr;, t)

which can be further developed by distributing (I — H G ), factoring
. T
G0l Y) to the right of the bracket, and rewriting (l 54“;,1)) with help of (2.51):

N\T
T (soil) 4 r® — lET <(l _ EfQ(SOil)) 1)
(B RGO, G010, (A7)
Finally, noting that

[RF _éFg(Soil)gf} _ {ﬁF _ (g(soil))Tﬁggf]

- |z () mp e

where the second line is due to the fact that RL.H; = H}Rp, and since
(A‘l)T = (éT)_l, we can rewrite (A.17) as:

(A.18)

p(sell) 4 ) — lETﬁFg(SOiL t)lg’;’ £) (A.19)

which is exactly the same as (2.47) (without free space term).

A.5 Independence of I'®) from ~

Developing the contrast response (2.17) into the field and current basis, with
the integral expression given by (2.44) where H Sfbg) =H 5}7’5), and using (2.39),
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we obtain the general expression:

¢ a(bg) b T ¢ b c -1 b
r - (L%) B9 (L-HFPG@) 159

a(bga c)
SN (A.20)
= T

where the second equality has been obtained by using (A.35) and by defining:
T —1
X, 2 (15F) B (L-BPP69) 1589, (4.21)

Let us develop X, as function of I'(©). For a reflection coefficient v at the
entrance of the VNA, the original traveling wave a will be augmented by a
fraction of b = bexe7 arriving at this entrance, that is, vb (see appendix A.6).
Developing (2.34) and accounting for this effect allows us to find the expression
of Hy:

L35 = HPPE™ + Lyra L RrE™
- ——————

b=bexcT

: A.22
_ (gstbg) + alATl?;T@F) Elnc ( )

HyY
-1
where g;bg) = ggf):o. We rewrite (£ - ggf)g(c)) of (A.21) as:

(i - 25}?5)90)) T (i - (g?’g’ + alATlﬁTﬁF) g(c)) -

_ (£ o g&bg)g(c) _ alATlETﬁFg(C) )*1 (A23)

A B

where the first equality is due to (A.22). Using the matrix inversion lemma
with C and D equals to I, (A.23) becomes:

(£ _g%}s)g(@)il _ (£ _g&bg)g(c))il +

-1
(L-£§969) " aLi LG

o —1
(- (1-m096) " oL kect )
—_——

xX-1 Y

(L-u$9a0) " (a2
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But, since
(A.25)

we can write for (A.24)

(- B§969) " = (1-m§969) "
#(L-1P6Y) " oL L e
(£ - Q%)QC) - O‘lATlETéFg(C)) - . (A.26)
Rewriting (A.21) with help of (A.26) and (A.22), one gets:
Xy =I4+RO (£ - g;bg)g(c)) - Lyr
+ alﬁ:rﬁ(c) (£ _ g?’g’g“)) -1 Lo
L BrG (L HPGO) Lip. (A27)
Finally, by using (A.20) and (A.21) in (A.27), we have that
X, = Xo + aXo X, (A.28)

(with X¢ = Xy=¢), from which we finally get

Xo
X, =— A.29
Y 1— OéXO ( )
Since from appendix A.6 we have that
_ g
O =T rry -0 (A.30)
we can rewrite (A.29) as:
1 —~I'(bg)
Finally, plugging this result back into (A.20) gives the final result:
e = x,
(A.32)

= (199) 5O (L- HP9,00) L4,

This demonstrates that I'(°) is independant of v and therefore depends only
upon the antenna characteristics, the background and the contrast.
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-
I 1 —
b Dexc
v o YA Za
_a o
T T

Figure A.1:

A.6 Computation of «

We can first write that 7 = v, as seen at Fig. A.1. Since b = bexcT + aya, we

have that b_b%” = 74, which we can further write as % - be"T‘:T = 7v4. Since
va =I®8) we have that bexe” = 1 _ (bg) — 1017 res 1
’ a v v a
A.7 Computation of a(P8) /q(P8: ©)
Since
a8 ) — gy + vb(bg’ <) (A.33)
a®® = ay 4 4b(P®) (A.34)

we have that

a(bg) a(bg)

ay
a(bg, c) ay a(bg, c)
1 — ~I'(bs: ©)
BT

(A.35)






Appendix B

Method of moments solution

terms

B.1 Computation of the homogeneous medium

MoM matrix terms

In this section we are going to detail how to compute the terms of the MoM
matrices that appear in (3.78) and (3.82) for inhomogeneities embedded in
homogeneous media, namely

. 2
IY = ¢ 8m; YV Ak (G, f.) > (B.1)
](UEOET " Dy, S+
L= {{gmiV x (G.8)p )y, | (B-2)
I3 = {<gm7 n x f”>Dm }Si (B3)

where {X}¢. means that we effectuate the testing on D=, that is, for D,
being at an infinitesimal distance from the surface S along its normal i on its
positive or negative side. The positive side is the one into which fi points. The
homogeneous space Green’s function G is given by:

efjk|r7r/|
T i |r — /|

where k = w.,/ep = w\/Eo& ot (as usual, €, and p, are respectively the
relative dielectric permittivity and magnetic permeability of the medium). Su-
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perscript E of I; indicates that it is related to Z¥. I{! is obtained from I{* by
the following relation: I = ol E.

IF is defined even when the triangles of D,, and the triangles of D,, overlap,
ie. IP|g, = IF|, = If|4 [45, 57]. I is a discontinuous function around S+
if the triangles of D,, and the triangles of D,, overlap. In that case, the value of
I5 on the surface S is undefined, and we need to compute its Cauchy principal

value. It has been calculated in [52, p. 139] and is given by:

. 1 "
rl_lg‘li <gm; V x <G’fn>Dn>Dm = :F§ <gm;n X f”>Dm + <gm;V X <G, f">Dn>D

m

(B.4)
Reporting the above discontinuity on I3 through (3.78b) or (3.82b) we can
rewrite (B.1)—(B.3):

VV - +k?
IlE = <gm; m (G, fn>D">D (B.5)
Iy = (gmiV % (G fu)p, )y (B.6)
1 .
IB = 5 <gman X f”>Dm . (B?)

B.1.1 Computation of I,

First let us transform VV - (G, f,), . In full form it is written as:
AVAVR / G(r,v')f,(r") dY’, (B.8)
D,
where the integration is performed on the domain D,, of the RWG basis function
(see Fig. 3.13). By using the fact that V-G = —V’-G and basic vector identities,
we can write the following sequence of equalities:

vv-/ Gf,, dS’:V/ V- (Gf,) dS’
D, D,

=V VG -f, dS’

Dn
=-V V'G-f, ds’
Dn
=V [ [V (Gf) -GV £,] dS'
Dn

=-V m, -Gf,dl+V GV - £, dS’
oD, Dy,
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where 0D,, denotes integration on the border of D,,. Due to the properties of
the RWG basis functions given at section 3.7.1.1, the contour integral yields
zero. We can therefore write that

VV. [ Gf dS'=V [ GV f,dS, (B.9)

Dn Dn
which allows us to decompose I as follows:

p_ Lo, - Ko
Il — wa <gm7 V <G7VS fn>Dn>Dm +]w5 <gm7 <G7f’l’b>Dn>D . (B]'O)

A, =I,2

I1 and I » are common to I¥ and I{.

B.1.1.1 Testing with g,, =f,,

First we modify integral I; ;. The gradient applied to the inside inner product
can be applied on the testing function by integrating by parts and by applying
Gauss’ divergence theorem [45, 57]:

/ fm~V¢dS:/ V- (£0) dS—/ ¢V - £ dS
D, D, D,

:/[)Dm(fmgg)-de—/mes-fmdS

where ¢ is a scalar function, dD,, is the contour of D,, and th = 1 x i is

(B.11)

the normal to the contour of the basis function domain (see Fig. 3.13). The
contour integral yields zero, due to the fact that, on the edges of the RWG
basis function domain D,,, f,, is parallel to im. We therefore have that

Li=—{(Vs £ (G, V5 £.)p ) (B.12)

Dy,

From the divergence properties of the RWG basis functions given by (3.72),
it is easy to see that I; ; is constituted by the following sum:

Lai= Y > —acncg / G ds'ds (B.13)

P q
p; TR E€Dm q,TﬁeDn T JTn

with C? = ‘zai!”, where S? is the sign of test function m in triangle p, I,
is the length of edge m, and A? is the area of triangle T?. The sums are
performed on p and ¢ for which T? and T are the triangles that form half of

D,, and D,, respectively. We can note that the term under the integration sign
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is independent upon the basis function. This constatation leads us to remark
that, instead of evaluating the MoM integrals basis-wise, we will perform them
triangle-wise, and contribute back the terms into the MoM matrix with the
appropriate coefficients for all basis and test functions that pertain to the two
triangles [45]. Since for closed surfaces, there are three basis functions per
triangle, and because the majority of the time is spent on these integrals,
performing them triangle-wise will save a non-negligible amount of computation
time. In the remainder of the text, the two summation symbols will be dropped
for clarity.

One more comment must be made about (B.13). G is singular when r = 1,
and this renders the numerical integration very imprecise if T2 is close to T,1.
This singularity must be properly extracted. This is done thoroughly in [57]
and will not be discussed here.

Now let us develop I; 5. From definition (3.71) of the RWG basis functions,
it is immediate to see that I; o is constituted by combinations of the following

term:

C,’;LCZ/ (r—r2)- [ G —rl)dS'dS
T

D aq
m Tn

:C%CZ[/ r- Gr'dS'dS—r?L-/ r G ds’'ds
T2, T T JT

—rb . / Gr'ds’ds + r? -r?L/ G dS’dS] (B.14)
Th JT} TP J T

where r? is the vector position of the node belonging to triangle p and opposite
to edge m. The four integrals on the right-hand side of the above equation are
independent of the edges, and each can again be performed triangle-wise. Only
their recombination is edge-dependent. Computationally speaking, this is an
enormous advantage over computing directly the left-hand side term of the
above equation, as there are always more edges than triangles (up to nine
times more for closed bodies). Moreover, we can immediately see that the last
term on the right-hand side of (B.14) is equal to (B.13).

B.1.1.2 Testing with g,, =i x f,,

Rewriting explicitly I ; with g,, = 21 x f,,,, we can see that it will be a combi-
nation of the following term:

205103/ (A, x (r—rb))- [ VGdS'dS (B.15)
5,

T
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This time we cannot move the gradient onto the testing function in I; 1, because
i x f,,, is not continuous on the triangle pair that forms D,,, [57], as the triangles
normals differ. The integral may be further decomposed as:

/ (82 x (r—1%))- [ VGdS'dS
T,

Ty

= / (B2, x1)- [ VGdS'dS — (i, x 12,) - / VG dS'dS
Tk ! Tk

Ty

= AP, - ( / rx [ VGdS'dS —r?, x / VG dS’dS) :
5 T Th JT
(B.16)

The kernel involved in the terms contained in (B.16) is highly singular, as it
involves an integral of a 1/R? singularity, in contrast with an integral of a 1/R
singularity usually involved with G [57]. When domains of basis functions m
and n are “sufficiently far away” from each other, a regular numerical integration
of the terms appearing in (B.16) should not cause any trouble. But if the
test and basis function overlap, we will not be able to extract analytically the
singularity, and a numerical method will have to evaluate a great number of
times the integrand for obtaining a precise value of the integral.

However, an elegant transformation may be applied to the integrand by
noting that

/ (82, x (r—12)) - [ VGdS'dS
Th

T
L / r—12)x [ VGdSds
T Ty
:_ﬁfn.[/ Vx (G(r—17,)) ds'ds
TP JT
—/ GV x (r—rP) dS"dS}
Tr JT]

=-—nb . / (nhfn x (r— rfn)) G dS'dl
oTE, Ty

(B.17)

where use of identity V x (ab) = aV x b — b x Va has been made. The last
equality is due to the fact that the rotational of the position vector (r — r?,) is
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zero. By noting that m = 1 x i (Fig. 3.13), we finally obtain

/ (82, x (r—12)) - [ VG dS'dS
Th

Ty

:/ 2. (r—r2) [ GdS'dl
Tk,

T
= / i .r [ GdS'dl+rP, / ir [ Gdsdl
TP, T Ty, Ty
(B.18)
which is a more elegant form than its counterpart (23) of [57]. Singularity 35
has been reduced to % and can therefore be analytically extracted even for
overlapping basis and test functions.
Let us now develop I; . We will have the following terms:

cf;pg/ (82, x (r—12)) - [ G —r%) dS'dS
T,

D aq
m Tn

~aner [ g xn- [ Grasas—xi. [ @xn [ Gasas
_ (ﬁfn X rfn) . / G I'/ dS/dS + I'gL . (ﬁ::in X I';Z.L)/ G dSldS :
2, )18 T J T3
(B.19)

These terms do not pose any particular problems, and some of them are already
present in (B.14).

B.1.2 Computation of I,

Let us rewrite explicitly Is:

IQ:/ gm-Vx/ Gf, dS'dS
D Dy,

m

_ / g / V x (Gf,) dS'dS (B.20)
D,, D,

:/ gm-/ VG x f, d5'dS
D, D,

where use of identity V x (ab) = aV X b—b x Va and the fact that f,, = £, (1)
has been made. Note that, if the two triangles T? and T'¢ that form respectively
half of D,,, and half of D,, are coplanar, the corresponding contribution I3? = 0,
since in that case VG is contained in the same plane as f,, and g,,,, and therefore
VG x f, and g, are perpendicular. A fortiori, I5? will be zero if T, = T4.
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B.1.2.1 Testing with g,, =f,,

After replacing (r' — r?) by (r' —r)+(r —r2)+ (r2, — r), using VG = —V'G
and performing a few manipulations, it can be shown that (B.20) implies terms
of type (see (20) of [57]):

C%CZ/ (r—rP)- [(rfn —rl) x VG dS'} ds
T, T
=CPCI(rh —rl)- {/ r X VG dS'dS — P, x / VG dS’dS} .
Tr T Th J T}
(B.21)

B.1.2.2 Testing with g,, =0 x f,

In this case, by using VG = —V’G and by replacing (r' —r2) by (v’ —r) +
(r —r%), (B.20) implies terms of type:

oncy [ (@ e -rh) - (-t x

P q
m Ty

-VG dS’} ds

=-CPCi {/ (0P xr)- {r X VG dS’] ds
T Ty

D
m

VG dS'dS — (A2, x 17,) - / rx [ VGdS'dS

+rg-/ (B, x 1) x
Tk Th T

Ty

-y [(ﬁ xrp,) X / VG dS’dS} } . (B.22)
T JT]

Note that two terms of (B.22) are present in (B.21).

B.1.3 Computation of I3
B.1.3.1 Testing with g, =f,,

I3 is nonzero only for overlapping triangles p and ¢, and will involve combina-
tions of terms of the type

crcr / (r—12)- (82, x (r —12)) dS
T,

D
m

= —-CP CPiP - [(rﬁ —rP) x / rdS+ (rf, x rﬁ)/ 1 dS’] . (B.23)
5, T
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B.1.3.2 Testing with g,, =0 x f,
We can immediately write that
(A x b x )y = (fnifa)p (B.24)

where the right-hand term can be further decomposed using basic vector for-
mulas as

cr.cr / (r—12) (r—12) dS
Tk
—crer U r)? ds_(rg+rg)-/ rds+(rfn-rg)/ 1dS]. (B.25)
TP 5

Th

B.2 Computation of the multilayered medium
MoM matrix terms
In this section we are going to detail how to compute the terms of the MoM

matrices that appear in (3.77) for inhomogeneities embedded in multilayered
media, namely

IF = —jw <gm; <EAJ;fn>Dn>D (B.26)

E _ . ol /.
I - waO <gmyv <K ) S fn>D">Dm (B27)
1E = (gni (@:8),, ) - (B.28)

m

Note that the term I3 has been omitted, since it has been treated at the previous
section. Terms pertaining to (3.81) can be obtained by duality applied to the
Green’s functions (appendix C.1). In the remainder of this section, I will be
denoted I;.

B.2.1 Computation of I,

It is shown at appendix C.2 that, if the source and observation points, des-
ignated by r’ and r respectively, are located within the same layer [, we can
rewrite K47 as:

KA = popmGiI + JIcAY(ml) (C.24)
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in which the direct and reflection terms have been separated. We can rewrite
1, accordingly as:

I = —jw <gm; <N0M1Glfv f”>Dn> W <gm; <EAJ7(m1)7 fn>Dn >D

m

k? , — AT (m B.29
= <gm§ <Gl7fn>Dn>Dm —Jw <gm§ <’CAJ’( 1)7fn>D > ( )
n Dm

JWEQEr]

Iy1=1I12 P
4,2

where Z is the unit dyadic and has the property that a-Z = Z -a = a,
dwlr—r’| We
can immediately recognize that the first term of the last equality is equal to

eq1 is the relative dielectric permittivity of layer [, and G; = e dhalr ]

11,2, which has been calculated previously: it is the direct term that pertains to
homogeneous space. We will therefore concentrate on I, > due to the reflections
at the layer boundaries. If the source and observation points are not within the
same layer, there are no singular terms and formulas derived for the reflexion

term can be applied directly with 47 without decomposition into a direct and
reflection term.

B.2.1.1 Testing with g,, =f,,

In this case, the reflexion term given by I4 > implies terms that can be written
as:

Cr Ol / (r—r12)- / kAT mD () —y8) dS'dS
T,

=Cp C‘J[ / / KAMm .+ dS'dS — rd - / r- / KA 4s'ds
Ty T, T, T,

—rk / / KASm v 48'dS + rP, - / / KAMm) 487dS - rd
TP Tfl TP Tfl

The reader will note that, when we use dyadics, the placement of position

. (B.30)

vectors is important and cannot be arbitrarily interchanged.
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B.2.1.2 Testing with g,, =i x f,,

In this case, the reflexion term given by I4 > implies terms that can be written
as:

crci /
T,

p

(A x (r—rh)) / KASmD (¢ —rd) 45'dS
Tq

= c:;cg[ / (AP, xr) - / KAMmD v 45'ds
T Ty

—rg-/T (ﬁfnxr)-/T

p q

EA(L(ml) dS/dS_(ﬁ;fn Xr%)'/ / EAJ,(IH]),I./ dS/dS
Ty JTy

(B.31)

+ (0P, x 1)) - / / KA m) 48748 - rd |
Ty J Ty

B.2.2 Computation of /5

As for Iy, if r and r’ are within the same layer [, it is possible to decompose I5
as a sum of a direct term and a term involving the reflexions at the interfaces
that bound layer ! (appendix C.2):

K = L 4 g, (C.25)

Erl

Using this decomposition, we can rewrite I5 as follows:

1 1
I5= - gm,V<—Gl, ts‘fn>
JwWeo Erl Dn/ p

1
+ - <gm;V<K¢’(ml),V’s-fn> >
Jweo D,

D7n
1
= i V(G Vi - £, (B.32)
Jweoer &V (G1 Vs i)p. ),
Is1=1I11

1
+ - <gm;V<K‘I’7(ml),V’S-fn> > .
JWEo Dn/ p,.

Is 2

Again, we recognize immediately that I5 ; = I; 1, which was treated previously.
Therefore we will concentrate on I5 5. As for Iy, if the source and observation
points are not within the same layer, we can use the formulas developed for
I5 2 but with the superscript “(ml)” suppressed.
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B.2.2.1 Testing with g,, =f,,

In this case, using transformations (B.11) as for I 1, 152 can be rewritten as
follows

Iso = — <v5 B, <K¢v(ml),v’s : f”>D > (B.33)
n/ Dy,

and it therefore involves terms of the type

—4cP / / K®Mm) 46745, (B.34)
5, s

B.2.2.2 Testing with g,, =0 x f,

The gradient can not be transferred on the testing function anymore, and we
get terms of the type:

207 C1 / (A2, x (r—rt)) - [ VE®™) 49'ds
TE, T

m
T T

=207 04 / (@ xr). [ VK@) 457ds
— (AP, x rP)) - / VK®m) 45'dS.  (B.35)
s, s

These integrals can be evaluated numerically since the direct terms have been
extracted. Explicit formulas for VK (™) can be obtained from appendix C.1.

B.2.3 Computation of /g

Since GFM can be obtained by duality applied to G following (C.8b), we can

also separate GZM in a direct and reflection terms thanks to the dual form of

(C.23):
GPM — VG x T +GEM (), (B.36)

We can therefore rewrite I as follows:
Is = <gm; (—VGI xT;f,), > + <gm; <§EM’(ml);fn> >
n/ Dy, D./p,.

:—<gm;<val§fn>Dn> +<gm;<§EM,(ml);fn>D > ' (B.37)
/b,

m

Is1=1> To 2

Is,1 has been obtained by using the fact that, for any vector a, a x I =
—(ax T)T, together with the identitiesa-B =B” -a, a- (b xC) = (ax b)-C
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and a-Z =T -a = a [69], which have allowed us to write:
(VG xTify), =—(VG), . (B.38)

Since Ig,; = I2, we will concentrate on I .

B.2.3.1 Testing with g, =f,,

In this case, I 2 will involve terms of the type:

cr.cd / (r—r2)- / GEM.(mD) (¢ _yd) dS"dS
TP, T

=

/ r- [ GEM®D .y 48'ds —rd . / r- [ GEMM@D 45749
ixd 5,

T T

— P, / / GEMmD ¢ 45'dS +¢P, - / / GEM-(mD) dS’dS-rZ].
T JT3 Th J T
(B.39)

B.2.3.2 Testing with g,, =0 x f,
In this case, I 2 will involve terms of the type:

Cr .l / (A2, x (r—rP,)) - / GEM.(mD (¢ —¢2) dS'dS
T, s

D
m n

= Cncy

/ (f, x 1) - / GEMmD .y 45'dS
TP, T

n

—rd. / (@2 xr)- [ GEMmD) 4§'dS5— (AP x rP)- / GEM.(mD) .y 45"dS
T? T

P q
Tm, Tn

m

(B.40)

+ (B2, x 1P ) - / / GEM(mD 45'dS - rd |
Tk JT]

There are two terms of the right-hand side that are common with f,, testing.

B.3 Computation of the MoM excitation vectors

The nonzero terms involved in the computation of the excitation vectors V' Z
and VH have the following generic form given by (3.79) and (3.83):

VE = —(gm; P™) (B.41)

D,
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where P can be E or H. If tested with g,,, = f,,, we immediately have that

_ . pinc __lm _ »+).pinc Im _ ) .pinc
(gm; P), = 24T Sy (r—r})-P™dS+ 24z ) (r—r,,)-P"dsS.
(B.42)
If tested with g,,, = i x f,,,, we have
~ (g P), = /T (8f x (r— 1)) - P ds
4 tm (A, x (r—r,)) P dS. (B.43)






Appendix C

Multilayered Media Green’s

Functions

This chapter deals with the Dyadic Green’s functions (DGFs) that link the
electric and magnetic fields to electric and magnetic dipole currents in multi-
layered media. Numerous authors have derived those DGFs, and development
is this area is mainly driven by applications linked to microstrip patch antennas
[27]. The spatial domain DGFs are given in terms of Sommerfeld integrals of
transmission-line Green’s functions. Please note that in the remainder of the
text, the relative constitutive parameters €,; and p,; of layer j will be denoted
by €; and ;.

C.1 Dyadic Green’s functions

For GEY (G7 in the k,-space, or spectrum-domain), the elements are given by
using (28) and (14) of [27]:

ges - - (; ; gcosmg)) Ve - (; _ gcosm)) v (.12)

Gy =~ (1 - lcos(%)) Ve - (1 + 1cos(25)> v (C.1b)
2 2 2 2

GEJ = 4 sin(26) Vi + 1 sin(26) V! (C1c)

Gyl =Gr) (C.1d)

GE = cos(¢) w:}—‘;mlf (C.1e)
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gLy = sin(¢) w!z’;m If (C.1f)
GE? = cos() LV (C1g)
GEJ = sin(¢) - fopgn Ve (C.1h)
GEJ = nglogn [jwljgm —0(z — z’)] (C.1i)

where VP, VP and IF (p = e, h) are the transmission-line Green’s functions
whose derivation and properties are exposed at annex C.3 and are function of
z (the observation point) and 2’ (the source point). In the above equations,
indexes m and n of the constitutive parameters ¢ and p pertain to the layers
corresponding to observation point z and source point z’ respectively. The
space-domain DGF G?? is obtained from G”'? by applying the following Fourier
transform: B

G, vy =F! {C_;PQ(kp; z, z’)} . (C.2)
where r and r’ are respectively the observation and source points in the spatial
domain, k, = k,X + k,¥ is the wavenumber in the spectral domain, and z
and 2’ are respectively the heights of the observation and source points in the
spatial or spectral domain. The spectral integrals that arise in (C.2) are given
by [27]:

COS COS

F {Sm(nf) ﬂm} = ()" ) 5. k) ) (©3)

where Sn{f(kp)} is the Sommerfeld integral of order n of function f(kp) and
is defined by:

S {7} = 5 [ F0) Ity iy (©4)

Here, J, is the Bessel function of order n and (p, ¢) are the cylindrical coor-
dinates of the projection of the field point on the (x,y) plane. Thosg relations
are demonstrated in appendix D. Applying these above formulas to G¥7 yields
the following terms for the spatial DGF GZ7:

Grl = —%So{Vf +VIY+ % cos(2¢) Sa{Vy -V} (C.5a)
Gyy = —%SO{Vf + V) - % cos(2¢) So{ V¢ — V'} (C.5b)

1
gny =3 sin(2¢) S2{V;* — V"} (C.5¢)
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ot/ — %/ (€5
62! = L i 1y (C.50)
Gt = —%Sl{kﬁf} (C.5f)
6! = -1 1, vy (C58)
GBI — _mso{kglﬁ} e AR UCEED) (C.5)

Similarly, the elements of GH/ are given by using (29) and (14) of [27]:

G7 = 1 sin(26) (1 — IV

G = —gn
- 1 1
Gr = 5 (I + 1Y) — 5 cos(2€) (17 — 1)
- 1 1
Gl = —5 (I + 11') — 5 cos(2€) (If — 17)
_ k
G = sin(¢) —2—V;"
W o tom,
_ k
G — — cos(¢) —L—V;"
WHo fm
gfz‘] = — Sln(g) LI’S
WEPEN
_ k
HJ p__ye
_ I
G,. = cos(¢) R
Gl =0

and the space-domain DGF GH/

formations as for GE7:
gty — _% sin(2i) So{I¢ — I!'}
Gy = G2
gHJ — %50{15 +IM}+ %cos(2<p) So{ly —1I}'}
g?iJ _ _%50{]1,6 _|_]1,h} + %cos(2<p) So{If — Izh}

gﬁIwJ — _]Sln(@) Sl{kp‘/ih}

WHO L

(C.6a)
(C.6Db)
(C.6¢)

(C.6d)

(C.6e)

(C.6f)

(C.6g)

(C.6h)

(C.61)

is then obtained by making the same trans-

(C.7a)
(C.7b)
(C.7¢)

(C.7d)

(C.7e)
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gy Jjeos(p h
S koV; C.7f
0ty — L=, v, v} @11
HJ ]sm( ) e
Gl = TSk, I} (C.7g)
HJ JCOS( ) e
Gy: = WEQE ———=S1{k 1)} (C.7h)
gty =o. (C.71)

Expressions for G¥M and GFM can be obtained by applying duality to G¥”
and G#7 respectively, that is, by making the following replacements: & — i,
w—eV 11—V, v—ii— v, e — hand h — e. This can be
summarized by the following formulas:

G =G (C.8a)
GEM — _gfj&%“. (C.8b)

Those relations can also be obtained by applying the Fourier transform to
(28)—(31) in [27].
The mixed-potential formulation (5) in [27] allows one to rewrite G¥7 as

G" = —jupeGr’ + ——V (C%% + V'K?)
Jweo
B ; (C.9)
= —jw’CAJ + —EVV/K(I)
Jweo

where the DGF for the magnetic vector potential is given by
—= — 1
K4 = Gt + —vC®z (C.10)
weep

and where the elements of GA7 are given by applying the Fourier transform to
the spectral DGF G4 given by (41) in [27]:

GaT = G ——So{Vi"} (C.11a)
Gl =g/ (C.11b)
gl =0 (C.11c)
gl =0 (C.11d)
h _ e
GAT — i, cos(p) Sl{li : I } (C.11e)
1
I —Ie
g?yJ = — iy, Sin(p) Sl{ ¢ p ¢ } (C.111)
P
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Gt =0 (C.11g)
Gl =0 (C.11h)
GAT = Jﬁso{lj}. (C.11i)

Moreover, since from [27] we have that

2
~ w? o€
v = =R (v - v) (C.12)
P
and noting that V=-— Jk,0+ idiz, we can compute that

S — W { = (VI = V) (cos(€) % + sin(€) 9)
P

1 kgm e 2 h) 5
+k_ WI —wopmI, | z|. (C.13)
p m

Reverting to the spatial domain yields:

€

~ = Vh—ve) . .
T{VC@} = jw? pogopin {Sl{T”} (j cos(p) X + jsin(p) §)
1]
2
+ 5o —Fem_pe “’“0“’” I (C.14)
wsosmk/%

Therefore, we can write for 47 that:

K = Vi) (C.150)
K =K (C.15b)
K2 =0 (C.15¢)
Kyl =0 (C.15d)
ICAJ Izh — ie
— [0 fm €OS(p) St . (C.15e)
1
AJ . I —If
K2y = —popm sin(p) S1 . (C.15f)
P
Vh — Ve
K2 = —popn cos(p) Si { 7} (C.15g)
P
h _ yre
ICAJ — o fin, SIN(¢p) S’l{‘/;kivv} (C.15h)
13

k2 Who 4
K2 = PO Go {1y + o Sod —2 1o — RO ph C.15i
zz ]WEOEn { } + J o nS0 Wanmk/% v k2 v ( 1)
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For K® we have:

. ‘/;e _ ‘/;h

K(I) :]OJEQSQ{T} . (016)
P

When testing with ix RWG basis functions, it is also necessary to have VK

and V'K®. We first write that:

VE® = 22 (Ve = V) (cos(§) X+ sin(€) §)
P
2

weép h kzm e\ 5
~ weo mlt — —Z2 I 1
k2 (wuou ' weoEm 1>Z (C172)
=~ wWEeQ e h I i v
V' K® = - (V; -V )(cos({)x-i—sln(f)}’)
P

weo h kzn e\ s
— nV, — ——V, C.17b
+ k% <w:u0:u v WELEN v ) z ( )
both of which become after a Sommerfeld integration

e_

h
VK?® = —jwsoSl{%} (cos(p) X +sin(p) §)
1

m k2
- wsoso{ wuoéi - —zm 5 If} z (C.18a)
kp wsoamkp

€

s h
VR® = iz { T (o) %+ sin(e) 9
2

2

WHOMn « -h kzn el 5

wepS v, — Verz., (C.18b

tweo 0{ kg v wsosnkg v } ( )

Expressions for the electric vector potential ™ and scalar potential KV
are again obtained by duality applied to K7 and K® respectively.

C.2 Decomposition of the DGFs in direct and

reflexion terms

Whenever the source point r’ approaches the observation point r, all the spa-
tial domain DGFs and scalar Green’s functions for multilayered media become
singular. This is due to the presence of a direct term in the transmission-line
Green’s functions, which, after the Fourier transformation aiming at reverting

to the spatial domain, correspond in fact to the homogeneous space Green’s
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function. Indeed, the spatial domain homogeneous space Green’s function is
given by the following Sommerfeld identity [46]:

e—jkzm|z—z’| e—jkm|r—r'|
S = C.19
0{ 25kzm } At |r — 1| (C.19)
where k.., = (/k2, — k%, with k., = w\/E0Empiofim, and with the square root
branch of k., specified by the condition that —7 < arg {k.n } < 0. This direct

term is present in the TLGFs V;* and its dual form I¢. Note that this direct
term appears only when z and 2’ are located within the same layer m.

Taking a look at the explicit expression (C.11) given for G4/ immediately
shows that both G2/ and G;\/ have that direct term, since they both involve
V. Indeed, using (62) and (18) of [27], and identity (C.19) yields the following
expression for spatial components G2/ and G/

—'km|r—r’|
AJ AJ e’ 1 { h7(ml)}
=G4 = i, + - v, 2
Goz =Gy = 4r|r —r'| JWMOSO ‘ (6-20)

where Vih7(ml) is the part of V* that correspond to the partial reflections oc-
curing at the boundaries of layer m. Likely, it is straightforward to show that

e—jkm |r—r/|

G4 = i, fim 50{154"11)} . (C.21)

4 |r —r'| * JWEQEM

We again stress on the fact that these relations hold only if m = n. It is
also important to note that, while both I and I¢ yield the same singularities
in the spatial domain after a Sommerfeld transformation, those singularities
cancel out in G2/ and G2/ due to the subtraction of I/ and If. Therefore, we
can rewrite G4/ as the sum of a homogeneous space DGF, which represents
the direct contribution of the source to the field, and of a DGF that represents
the partial reflections at the interfaces that bound layer m:

EAJ - ,LLmeT + EAJ’(mI) (022)

e*jkm ‘rfr/l
4m|r—r’|

The above equation has very important practical implications. For example,

where T = %%+ §§ +22, which is the unit dyadic, and where G,, =

from (39) in [27], we can rewrite G/ as:
G — Loy GA7
[

VG, xT 4 v x gAN @ (C.23)
fim
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where G 7:(m) is given by (C.7), in which the direct contributions of the TLGFs
have been extracted. Practically, when using G in a MoM code, we can treat
separately its direct contribution, which presents singularities when r = r’, and
its contribution due to partial reflections, which is not singular unless r = r’
on an interface (this case is not considered in this work). Applying the same
reasoning to K4/ allows us to write:

KA = popimGmI + KA (ml) (C.24)

Note that VC®%, which contributes to K47, has direct terms that cancel out
by subtraction.

Finally, the same separation can be done for K®*. We have, after separating
the direct and reflection terms in the TLGFs, that

e,(ml) h,(ml)
1 . -V
K‘D:—Gm+jw6080{vl VZ }

2
em ko (C.25)
- LG, xrom,
Em
C.3 Transmission-line Green’s functions
C.3.1 Vi(zlZ), m=n
— —
Iy r,
I [ 1
R o
— —
Z. LA 7
1 A 2 n
v W v:
| Zos K Zn, ki |
| ! T
T T >
z =z z =2z 2= Zpy1
Figure C.1: Transmission-line problem.
For Fig. C.1 we have :
Vi(z) =V e Tz 4 Vi elhnz (C.26a)

I'(2) =Y, (Vi e iknz — V! elkn?) (C.26b)
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where
i=1 z <z

1=2 2> 2.
. — —
Before going any further, we must define I, and I :

— . N . — vl . — .
A _ _ _ _
F7 A outgoing wave __ V4 e 2]knzn, Fn(z) _ VJ; e 2jknz L e 2jkn (2—2n)

» 7 'ingoing wave Vi - v! n
— V2 . — v?2 . — .
L Y- 25k _ Y= 27k _ 275k -
”_V_fej nantl Pn(z)_v_fej nZ — Fnej n(z=zn+1)

(C.27)

We have four boundary conditions which allow us to find the expressions for

the coeflicients : a condition from the continuity of voltage across the abscissa

z = 2/, a condition from the continuity of current, one for 2 = z,, one for
z = zp+1 (equation C.27). These four conditions are listed below :

Ve ikn® Lyl edknz! 2 omikaz! |2 ik (C.28)
LY, (VEer e —vletns) <y, (V2 e/ —v2 et} (C29)
vl
e = T, (C.30)
| -
g ¢ = T (C.31)
+

From (C.28), (C.30) and (C.31) we have that

1
. ’ V . ’ . . ’ g - . ’
V+1 e*]k}nz + + ejk}nZ 6*2]]%1271 _ V—E e*jknz + V_E Fn 672]]@71271#»1 ejknz

=

Fn
(C.32)

and from (C.29), (C.30) and (C.31) we have
1 ik 2’ VJ} iknz' —2jk 2 1% 2= 2ik 1%
Zyn+ Vie s — L @Itn® o7 Wnin Y2 o7 V2T 72 At glin 2
Fn

(C.33)

The two last equations form a linear system of two equations with two
unknowns V! and V2. In a matrix form, we have

s ’ —2jkn z . ’ s ’ g o . /
e Jknz + e_# e]knz (e Jknz +T e 25kn Zn41 e]knz Vl
T, n +

T n

n

) ’ —2jknz . ’ s ’ - o . ’ 2
e jknz e nzn ejknz _ (6 jknz' T e 25kn Zn41 e]knz) V+
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- . (C.34)
-7,

In order to find V} and V7, we have to invert the matrix in the above
equation. The determinant of the square matrix in (C.34) is

—25knzn

. e - ’ 3 ’ g - - ’
—jknz' jknz —jknz —2jknznt1 ,iknz
<e + —= e e T, e e

n

) —25kn zn . . — . .
+ <ejk"zl - eT ejk"‘z/> (efjk"z/ + T, e 2knznn ejk"z/)

Pn
N
—25knzn ) )
= ekt | T o~2kemn L =2kn(autansn) 2ikne’
Fn Pn
. —
—2jknz
—925 4 =d € nen I o9 . ’
+e 25kn 2 + Fn e 2jknZny1 — _ :n e 25kn (Zn+2n41) eQJknz
l—‘n Pn
—25knzn
-, e
=2T, ¢ 2jknzniy _ 92
Fn
—25knzn
_ 26 " T T o —2jkn(znt1—2n) _ 1
= e
< n-n
Pn
—2jknzn
€ T —2jknd
:2?(77’”6 Jnn—l

n

The inverse of the matrix in (C.34) is then given by:

. — . . ’ . ’ g . . ’
_ —jknz —2jknznt1 pjknz —Jknz —2jknzZn41 piknz
e Ihn I, e79/Fn2nt1 glfn e IFn® L T e”Ifn?ntl glfn

_ <e—jknz’ _ e ejknz’) e knz' 4 €72 k!
T, %
(C.35)
Multiplying this equation with the left and right-hand side of (C.34) gives
us:
<« . . ’ — — . . ’
P 62Jknzn efjknz + F 672Jkndn e]knz

n-n

2 (? T, e~2ikndn _ 1) (C.36)
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Pn 62Jknzn efjknzl -+ e]knzl

Vi=—Zn—"ree—— (C.37)
2 (rn T, e—2kndn — 1)
It is then easy to find
V1 e=2iknzn e—iknz' +f’ o= 2knznt1 pikn?’
Vie £ =—7Zn — (C.38)
T, 2 (Fn ! = 2dhndn 1)
T f; e—2ikndn g=ikn? | f; e—2iknzni1 pikn?’

— .
V2 =VPT, e Whnentt = — 7, 2

2 (? T, e=2kndn _ 1)

n-—n

(C.39)

As it is written in equation (C.26), we have two regions to consider.

Vi(z) = V}e Itz 4 V1 elhnz
— . . , . — —
2jknz —jknz' —jknz
I, e®9%non g=dfnz g=Jfnz L T T°

2 (ﬁﬁ e—2dkndn _ 1)

672jkndn ejknzl efjknz
= _Zn

e—]knz’ e]knz + Fn e—2]knzn+1 e]knz' e]knz

- Zn
2 (‘Fﬁ; e—2ikndn _ 1)
2 (1 ~T.T, ef%kndn)

[iy, erann e*jkn(z’Jrz) + i’l e*2jknzn+1 ejkn(Z/+Z)
4 edhn(s=#) | T T, e 2kndn o=ikn(:-%)

— —> . . ’ — — . . ’
_Fn Fn e*zjkndn ejkn(zfz ) + Fn Pn 672jkndn e]kn(zfz)

(C.40)
So we have for V1(z) :
Z, . / 1
Vl 2) = “n e]kn(z—z ) +
( ) 2 (1 _ if; e—ijndn)
_ (C.41)

T e2knzn g=ikn(s'+2) 4 T, e 2knznis ik (2 +2)

n
— — . . ’ < =
+Fn . 672]kndn ef]kn(zfz T T

n-n

_|_

o~ 2ikndn ejkn(zfz/):|
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V2(z) = V2 eIk 4 V2 eihnz
_ _ _Z>n |:<Fn o2iknzn efjkn(zurz) + e*jkn(zfz/)

= = . : ’ g : : /
—2jkndyn _jkn(z—2 —2jknzn+1 jkn(2'+2
+I,T, e eikn (==%) +TI,e eikn (2'+2)
— — . . , — = . . ’
—2jkndyn ,—Jjkn(z—2 —2jkndy ,—Jjkn(z—2
_Fn n € mtre n( )+Fn n € mtre n( )
_ é 7jkn(z7z/) + 1
— 2| T T o—2knd
(1— [T, e—2ikn )
[? 20knzn =ikn('+2) L T g=20knznt1 oikn(2'+2)
n n
— — . . / — — - - /
+Fn Fn e—2jkndn e—jkn (z—z ) + Fn Fn e—ijndn egkn (z—z )

(C.42)

Finally, by merging the expressions for V1(z) and V2(z), we obtain Michal-
ski’s expression :

Zn | . ,
Vi(el2') = S |l L4
1—

1

p—y
—2jkndy
nFn e~ )

I,
)

—

(C.43)

T e2knin o=dkn('+2) 4 T o= 2knznir gikn(2'+2)

n
— — . . ’ < =
T —2jkndn, ef]kn(zfz + Fn :

+

e o—2ikndn ejkn(zfz/):|

n-n

where the first term on the right-hand side of the equation is the direct term,
and the others result from the partial reflections at the layer boundaries [27].

C.3.2 Ii(z|2), m=n

From equations (C.26), (C.36)-(C.39) we can express the current in the two
regions
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I'(2)

173

Y, (Vi e~ dknz _yl ejk"z)

T, e29knzn o=jknz" g=jknz | L, T, e~ 20kndn oiknz’ o—jknz

2 (ﬁﬁ e—2dkndn _ 1)

—jkn 2 e]knz +T e—2]knzn+1 e]knz' e]knz
+ n

(C.44)

[? o2iknin g=ikn(2'+2) _ T o—2iknznt1 gikn(2'+2)
n

n
_ejkn(zfz') + ilﬁl 672jkndn efjkn(zfz/)

— — . - / — — - - ’
_Fn 1—\” 672jkndn e]kn(z—z ) + Fn Fn 672jkndn egkn(z—z ):|

So we have for I'(z) :

1 ; / 1
Il 2) = = _ejkn(z—z ) +
(=) 2 (1 -TT e*2jkndn)

n-n

4
F o2iknzn efjkn(zurz) = o~ 2knznt1 ejlcn(z/Jrz) (C.45)

<
3

n
— =
I

+

I*(2) =Y, (Ve iknz — V2 ¢dkn?)

~2jkndn o—ikn(2—2") _ ﬁf’ o—20kndn ejkn(z—z’):|

n-n € n

_{ |:<F erknzn efjkn(zurz) _|_efjkn(z7z’)
n
9 (1 [T, e=2ikndn )
ﬁﬁl o~ 2kndn gikn(2=2") _ f; e~ 2knzni1 pikn(2'+2)
<——>_ ko, o S _oikndy —jkn(z—2
nn€2jkde]( )+an623kd€jn(zz):|

n-n

1
—jk
+
[ ( T —2jkndn)

25knzn —jkn (2 +2 —25knzn41 pikn (2’ +2
I‘n e~InZn e (=+2) _ I, e #fnentt e (='+2)
— — ; . ’ — =

1—\” Fn e*2jkndn e—jkn(z z)

T 1—\” —2jkndy, e]k (z z)

n

(C.46)
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By merging the two expressions we obtain :

1
(1 -TT e—zjk"d")

1 .
Li(zl2) = 5 e Ikel=] 4
n n
T o2iknzn o—ikn(2'+2) f; o—20knzni1 pikn (2 +2)

4T, T, e 2ikndn o=ikn(:=2") _ T T

ntn ntn ei2jkndn ejk" (Ziz/) Zzzl.
(C.47)
C33 Vi), m=n
T —
| @ I .
’ <_J Vl g VQ L» ‘
> — 1V = —
Zn o Ve 7.
+ +
’ Zn, kn Zn ke ‘
| T ]
w | .
T 2=7 2 = Zn+1

Figure C.2: Transmission-line problem.

The equations (C.26) and definitions (C.27) remain the same; only the
boundary conditions (C.28) and (C.29) change into :

1+ V] AR e L v e Tn? L 2 elhn? (C.48)
Y, (Vi e—iknz 1 ejknz/) —y, (Vf e—ikn 12 ejknz/) (C.49)

which become, with the help of (C.30) and (C.31)

1

U gkne o VE jkas —2jknzm 2 —jknz 2T —2knzn, ki 2’

L+ Ve /s 4 = ltn® g7 20nin V2 e70in® L VE T, g7 Win2nt1 glin?
n

(C.50)

1
Vi o—iknz _ E— edknz o =2knzn _ Vf o—dknz _ Vf f’ e 20knzni1 pikn?
n °

T

n

(C.51)
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In matrix form it gives

e~ 2knan oik ot T —25knzni1 o25knz’
1+Te " — (14 I, e72IFn2n+1 g20%n v} 1
—jkn 2’ =
e =
1 e 2k, (1 B e2jknz/) V2 0
Fn
(C.52)

The coefficients matrix is the same as in equation (C.34), and has already been
inverted in equation (C.35). We obtain

T ¢2knzn o—iknz _ T T ¢=2kndn gikn?’
Vi=-"2 n_n (C.53)

2 (‘ﬁj; e—2ikndn _ 1)

«— . . ’ . ’
Pn 62.7knzn efjknz _ e]knz
VE= — - : (C.54)
2 (I‘ T, e=2kndn 1)

n-n

It is then easy to find

Vl e—QJknzn e—jknz’ - T e—2]knzn+1 e]knz’

1_ "+ _ n
vio ke —n® (C.55)
T, 2 (rn T e~2ikndn _ 1)
(Ff) e*2jkndn e*jknz/ _ Fn 672]knzn+1 e]knz/

2 2= —2jknz _ tn'tn
V_ — V+ Fn e nZn+l — p— .
2 (rn T, e=2kndn — 1)

(C.56)

From (C.26) and (C.53)—(C.56) we can express the voltage in the two re-

gions:
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o]
V) (2) = V) e ks 4 VL eifn

(Fn e27knzn e—jkn(z'+z) _ ? =4 e—2ikndn ejkn(z’—z)

n'in
-2D,
N e*jkn(z/fz) _ i; 672jknzn+1 ejkn(z'Jrz)

-2D,,
1 — . . — . .
_2D [Pn e2dknzn e—jkn(z/+z) _ Fn o—2knznt1 ejkn(zl_"_z)
n

+e—jkn(z'—z) _ if; e—2jkndn ejkn(z'—z)

T )y T, e )
= 1 —e_jk"(z,_z) — i
2 D,
rfn e?jann e—jkn(z’—i-z) - f; e*2jknzn+1 ejkn(z'—i-z)

_TT, e 2kndn oibn(7=2) | T T o~2kndn e—jkn(z/_z):H

(C.57)

2 <z < Zpga

V2(2) = VeI g V2 ot

- _2; rﬁl e2iknzn g=ikn (ZI+Z) — ejk"(z,_z)
n
+ ﬁf; e—2jkndn e—jkn(z’_z) _ f:l e_ijnzn+1 ejkn(z’—i-z)
_TT, e-2kndn oibn(=2) { T, g~ 2ikndn ejkn(z/—z)}

ejkn(z’—z) _ L
D,
rF erknzn e—jkn(z’—i-z) =
n

- T e—2jknzn+1 ejkn(z’—i-z)
n

N =

_‘an; o~ 2ikndn oikn (' —2) +‘17nf; o~ 2ikndn e*jkn(z'fz)}} .
(C.58)
By merging the two equations we obtain

Dy,

< - . ’ — . . ’
|:Fn e2jknzn e*]kn(z +z) T 672jknzn+1 e]kn(z +z)

n

1 S 1
Vu(z]2) = 3 [ie‘ﬂknh —=| _
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; . ’ — —
e*2jkndn ejkn(z 7z) + Fn Fn

— =
- T

n-n

Z (C.59)

o~ 2kndn efjkn(z'fz)}}
22

C.34 I,(z), m=n

From equations (C.26), (C.53)—(C.56) we can express the current in the two

regions

1) = Y (V) o 11 ehos)
i e?jann e_jkn(z/+z) _ i){ﬂ 672jkndn ejkn(zl—z)

—-2D,

:}/n

efjkn(zlfz) _ f; e—2jknzn+1 ejkn(z/+z)‘|

_2Dn

2}1/; [i 62jknzn e*jkn(z/“l’z) _'_f; e—2jknzn+1 ejkn(z/Jrz)
n
_ e*jkn(zlfz) _ (an; e*2jkndn ejkn(z/fz)

— —> . . / — — . . ’
_Fn 1“” e*2]kndn e—Jkn(z —z) + Fn Fn e*2jkndn e—jkn(z —z):|

= & eijkn(z/iz) — 1
2 D’IL
[‘fn o2iknzn o—ikn(2'+2) +f; o~ 20knzni1 pikn(/+2)

<F f) 672jkndn ejkn(z’_z) _ ? g ef2jkndn e_jkn(z/_z):|:|

(C.60)
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I2(2) =Y, (Vi e iknz — 2 ¢ikn?)

Yo [ 2k —jkn (2 ik (2 —
— _2D"n |:Fn o2iknzn g=ikn(2'+2) _ Likn(2'~2)
_‘an; o~ 2ikndn p—ikn(2'~z2) +—; o~ 2knznt1 pikn(2'+2)
_izf; e~ 20kndn ikn(2'~2) | ‘fnf; o~ 2kndn ejkn(z'fz)}
O B e
2 D,

rf" o2iknzn e—jkn(z’+z) _|_f; o—27knzn41 ejkn(z’+z)

_f’bf; 6_2jkndn €jk"(‘z/*z) - ?? e—2jkndn e,jkn(z/iz):H

n-—n
(C.61)
By merging the two equations we obtain
Y, . 1
IU(Z|ZI) _n e*jkn|z 7z| _
2 n
[‘fn 2iknzn o=ikn(+2) | T o=2knznss gikn(/+2)
—iﬁ o~ 20kndn ikn(2'~2) _<_n—; o~ 2dkndn e—jkn(z’—z)}}. (C.62)

C.3.5 Vi(z]Z) Ii(z]2) m<n

Let us first find the transfer function relating V' (z4—1) to V(z;). In the ¢ — 1
layer of the transmission-line system, we have that

V(zg—1) = VJtrzfl e Tka-12a-1 4 1971 ikg-124-1 (C.63)
and )
Vi )
T2 e (C.64)
So we have
. q—1 )
V(Zq—l) = Vf_l e-]kq—lzq—l + <_+ e_qu—lzq—l
Ir,_
! (C.65)
i 1
= Vf—l e—]kq—lzq_1 <1+ — )
| P
—
Ty—1

(C.66)
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A R I L e — (C.67)
1+ T,

But we also have that

Vi(zq) = Vf_l e Tka-12q 4 17971 ika-12q

_ V(z£1) [efjkq,ldq,lﬁ_l 4 edka—1dg- (C.68)
1+ Tyoy
We thus finally obtain
— .
Vipr) s (U Ta) et
— - = T4 = = , . (C.69)
V(zg) 1+ Ty e~ 2ka-1da

We have the transfer function relating the ends of two transmission-line
sections. Now we wish to find the transfer function relating one end of a

section z,,+1 and an arbitrary point z in that section m. We already know
from (C.66) and (C.67) that

T,
VI = V(zy) ej’“mZmﬁ (C.70)
+ Ly
: 1
Vln = V(Zrm) eijkamHi?. (C71)

m

But

Vm(z) = V" e~ Ikmz L ym gikmz
V(Zﬁ) [ejkmzm e—jkmz‘fm+e—jkmzm ejkmz:|
1+ T,

— .
1+ Fm) e_kadm e—jkm(zm—z)

= V(Z7n+1) — - — [e—zjkm(Z—Zm)?m + 1:|
14 I, e~ 2kmdm 1+ T,
7jkm (deerfz) )
=V(zm41) . = [1 + ?m 672316"’(2*27”)}
1+ T, e 2ikmdm

e*jkm, (Zrn+173)

=Vizm
) T

(14T, e hntemso)]
(C.72)

which is the same as [27].

The total transfer function from the left end of section n to a point z in
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section m with m < n is therefore given by :

T Vi) V()

V™(z) =
g=m-+1 V(zgs1)  V(zm41) ( )
C.73
n—1 - efjkm(szrle) — 9k (o= )
-1 = [14 T, ek men].

< .
g=m-+1 1 + Fm ei2jkm dm

Therefore we finally have

n—1 _jkM(zer—l_Z)
Vi(zl2) = Vilzal2) [ T =5

g=m+1

— .
14 T, e 2hn(am)]
14T, e 2ikmdn [

(C.74)

Proceeding the same way for I;(z|z’), we can find :

n—1 —Jkm (Zm+41—2)
— e +1
I;(2]2") = Vi(znl2') H q = ik d L)
g=m-+1 1+ 1—‘lm e “IFmdm

{1 — T, e %kn <Hm>} . (C.75)
To end this section, note that the transfer functions are also valid for
Vu(z|2") and I, (z|2').
C.3.6 I;(z|2") Vi(z2') IL(z]Z) m =n. Alternative me-
thod

We know from article [27] that
dv;

= —jk, Z1I;
dz J
dl;
O hYVit a2
av, .
i — 3k, ZI, +6(2 — 2')
I, )
d— = —jk, YV,
dz

and that the following reciprocity properties are met

Vi(z]2") = Vi(¢']z)
I,(z|2") = I,(¢|2)
Valel2) = ~I(]2)
I;(z]2") = =V, (#'|2)
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We find for I;(z|7) :

1 s _ 1
Iizl) = 5 e 7 e
(1 ~T,T, ef%ndn)
[ o2iknzn efjkn(z'Jrz) _? o—20knzn+1 ejkn(z'Jrz)
n n
— _ —kn ’ — — _os ndn -k:'n. !
nl—wneZ]kd J (z Z)_F71Fn€2jkd el (z z) zzz’
(C.76)
SO
1

1 ; /
—I;(Z']2) = -3 tedknle=] 4

— —
—2jknd
(1_ nrne Thn n)
—

" 2knn e ikn(Z42) _ T o=2knzni1 pikn(2'+2)

n
— — . . ’ — — . . ’
+F T e—2jkndn e*jkn(z 72) _ Fn Fn e—2jkndn e]kn(z 7z):| Z/>

n-n <Z
(C.77)
where 2z and 2’ have been interchanged, and which is equivalent to
1 . / 1
o _ —jkn|z—2
_L(Z|Z)_§ Ferdtnll T T o—2jkndn
( T.T, e2 )
<F eQﬂann e*jkn (Z'Jrz) f’ 6723knzn+1 e]k (Z'Jrz)
n n
— — B . : ’
—2jkndny —jk —z —2jkndyn jkn(2 —2 </
+I,I, e (+=2) Fne eIkn(#'=2) 23z
(C.78)
therefore
1 . / 1
N __ —jkn|z—2
Vv(z|z)—§ +e | | _ —
(1 ~T,T, ef%ndn)
— . . , — ’ . ,
25kn 2 —jkn(2'+2 —2jknz Jkn(2' +2
]'—"n, e nZn o n( )_ Pn e n<n+1 e n( )
— — . . ’ — — . . /
—2jkndyn —Jkn(2 —2 —2jkndyn jkn(2 —2 >/
+I, I, e e ( )—FnFne eikn(#'=2) zZ_2.

(C.79)
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C.3.7 ILi(z|2") Vi(z|2") I,(z]2)) m <n. Alternative me-
thod

avi

Let us calculate <7

from equation (C.74).

dv; (=2 Vi(zn|?' fome
e LT
o 1"i_rme_Jmmq:7’n+1

jkme—jkm (zm+1—2) (1 + i e 27km (Z*Zm))

n

e ihmGn=D T (~2k,,) e—zjkm(z_zm)}

Vi(zn]2) Lot _ S ok
L) ] T i, e et (12 T, i)
1+ Pm 672.7km,dm q:7n+1

= — jkmZmI;(2]2))
(C.80)

where the last equality is found by comparison to equation (C.75).

C.4 Derivations of the TLGFs with respect to z’

For the derivation of the integral equations it is necessary to derive the TLGFs
with respect to z’. This is the subject of this section.

C41 m=n
We know that (section C.3.6)

dV;(z|2")

By interchanging ~ and 2’ this equation becomes

dV;(#'|z)

= —jknZn1i(|2).
Taking into account the fact that V;(z|z') = V;(2'|z) we finally get

dVi(z[2")

P —jknZn i (2 |2) = jknZn Ve (2|2") (C.81)
z
Let us do the same thing for V, (z|z’), by writing

drI;(z|2")

o — ik, Yo Vi(2)2) + 8(z — 7).
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Interchanging z and z’, we write :

I,
w — kY Vi(2|2) + 6(2 — 2)
dz
or
v, (2|2
—% = —jk, Y, Vi(z|2) +0(z — 2). (C.82)
We can also find
I, (2|2
MEE)  jhavadi(ale) (83
I; !
—% — jknZnIy(2]2) + (2 — 2) . (C.84)
C4.2 m<n

With the results of the preceding section, the derivations are straightforward:
dVi(z]2)  dVi(zal?) Tp & e hmGmii—a)
= dZ H T, T o—2jkmd

]_ + F7n e JRm Qm

n—l — e Jkm(zmy1—2)

= jknZnVo(2n|2') H 1, = :
g=m+1 1 + I‘m 672jkmdm

[1 + <Fm 672jkm(zfzm):|
g=m-+1

[1 _’_(Fm G_ijm(Z_Zm):|

(C.85)
!
dVvd(_jz ) (FknYnVi(znl2) = 620 — 2)) T (2 < 20) (C.86)
dl,(z]2' ) —
% = jknYali(2n]2') T (2 — 2n) (C.87)
. /
dLCZIIZ ) _ (jkn Zn Ty (20]2') = 6(20 — 2)) T (2 — 22) (C.88)
where

n—1

?(ZW—Z,L) = H T

q — .
g=m+1 1 + 1—‘lm e_2jkmdm

e*jkm('szrlfz)

(L4 T, e hntemsn].

m

C.5 Continuity of V;(z|z')

This part, although quite tedious, is necessary in order to extract useful fea-
tures of formulation A and B. The purpose is to demonstrate that V;(z|z’) is
continuous with respect to z and 2’ or, in equation :

‘/im,n(zm - Z|Z/) _ ‘/im—l,n(z N Zm|2/)

‘/im,n(z|zn - Z/) _ ‘/im,n—l(z|zl N Zn)

This is done in the next two sections. We assume that m < n.
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C.6 Continuity with respect to z

This demonstration is rather straightforward. It is easy to show, with the help
of equation (C.74) that in order to prove

VI (2 — 2)2") = V(2 = 2 ]2) (C.89)
we have to prove that

e_jkm (zm+1—2)

|:1 _|_(I_wm e—2jkm(z—zm):|

— .
1+ [y, e 27kmdm

Zm 2

— e*jkmfl(zwzfz)

(14 Ty 72k Gz (C.90)

m <— .
1—|— I‘m71 672.7]@77;71(1777,71

Z—2Zm

or

T —Jkmd
(1 —|— 'm.) (& mAm 1 |:1 - y 1
I 1 e m—10m—
—+ 25km dm 25km—1dm—1
1 m € 1+ Fm,1 e

(C.91)

which is immediate.

C.7 Continuity with respect to 2/

The problem is schematically represented figure C.3. It is easy to show, with
the help of equation (C.74) that in order to prove

Vi (zlzy «— 2') = V2|2 — 2,) (C.92)

(2 (2
we have to prove that
(1]

1+ T, + T, e 2hndn L T, T, ¢~ 2kndn 1+T,
Zn D — R
n 1 + F?’L—l eiQJknfldnfl
(2]
C.93

— — — =
1+ Pnfl + Pnfl + Pnfl anl
1 .

Dn—l
——
(4]

= Z_
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V(e Vi (=)
N | [ 1 [ 1
@ @
Zn—lu kn—l Znu kn
PR | [ | [ T —
| | | -
| | | =
2 — z =z — 2 z

Figure C.8: Current source in two adjacent layers.

In order to do this, we are going to calculate each term of the above equation

separately, after having replaced

L1 — Lp+ (anl + Zn) <Fnfl e 20kn-1dn—

—
I by
anl + Zn + (anl - Zn) <Fnfl 672jkn71dn71
and
- Zy — Zuos + (Zo + Zur) Ty e Hhnn
1_‘nfl by

Zn 4 Zn1 + (Zn — Zn_1) Ty e=2ikndn

following their definition given in [27].

C.7.1 Term [1]

We have

Znr + Zn + (Znor — Zn) Ty e 2kn-rdn-r 4

(1] =
— .
oot Zpy 1 —Zy + (Zn—l + Zn) | e_QJkn_ldn_l +...

S+ [Zn_l + Zn+ (Zn_1— Zy) ﬁ_l e—Qﬂ'kn—ldn—l} ﬂ e~ 2kndn 4

. |:Zn—1 — Zy + (Zn—l + Zn) <fn—l e_ijn_ld"_1:| F>n e_ijndn

|:an1 + Zn + (anl - Zn) (anl e_ij"_ldn_1:|

the denominator being under the whole fraction bar.
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Simplifying this long expression, we find

(1 —+ $’I’L71 ef2jkn71dn71) (1 -+ f)’l’b einkndn)

— - .
Lp-1+ Zn+ (Zn—l - Zn) | P e~ 27kn—1dn—1

1] = 22,1 (C.94)

C.7.2 Term [2]
Dn =1- (ﬁlﬁl e_ijndn

 Znrt oA (Znr — Zn) Ty e hnadus gz (T o= 2kndn 4

— — . —
—2jkndy —2jkn—1dp— —2jkndy
ot Zn Fn e - (Zn—l + Zn) Fn—l e ! ! Fn e” %

Zn—l + Z'n, + (Zn_l — Zn) <Fn—1 e_ijTL—ldn—l
Zn—l (1 - F;’L e_zjknd") + Zn (1 —|— F;, e_zjkndn) .

<— . — .
4 2y Ty e 2kn1dn (1 -T, e—QJkndn) .

«— . — .
o= Z, Ty e 2kn-1dnos (1 + T, e—%kndn)

Zn—l + Zn + (Zn—l - Zn) (Fn—l e~ 20kn—1dn—1
Zny (14 Ty e 2ibnmdnss) (12 T, em2ibnda )

47 (1 ~T,, e—zjkn_ldn_l) (1 4T, e—zjkndn)

Zn—l + Zn + (Zn—l - Zn) $n—1 e~ 20kn—1dn—1

We therefore have

] (1 £ T, e—zjkn_ldn_l) (1 4T, e—2jkndn)

R Zn-1 (1 + Tus e_ij"_ld"_l) (1 - T efgjk”d") e (C.95)
o+ Z, (1 — il_l e—2jkn_1dn_1) (1 + f; e—2jkndn)
C.7.3 Term [3]
Proceeding the same way as for term [1], we find :
(14 Tuss) (14 T et
3] =22 (C.96)

nZn +Zn1+(Zy — Zn-1) ?n e—2jkndn



C.7 Continuity with respect to 2’ 187

C.7.4 Term [4]
= =
Dn,1 =1- Pn,1 anl
g .
 ZaA Znr + (Zy — Zy1) Ty e 2knn

o= 0= Zaea + (Gt Za) Ty e 20 | Ty e 2nmsdos

Z’n + an]_ + (Zn — Z’nfl) ?n e*?jkndn

T —2jkn_1dn_1
Zn (1 —ILhe n—1dn ) + anl(lJr(an 5‘21"%71‘17»71)

= : — .
.ot Zn Fn e_zjk"d" (1 — I‘n,1 e_zjk"_ld"_l) .

— . — )
e T anl Fn e_2jk"d" (1 + ].—‘nfl 6_2jk"_1d"_1)

Zn + anl + (Zn — Z’I’Lfl) ?n e*?jkndn
Zn-1 (1 + T, e—zjkn_ldn_l) (1 _T, e—2jkndn) o

o+ 2, (1 - ?n_l e_zjk"—ld"—l) (1 + f)n e‘zjk"d")

T+ Zp1+ (Zy — Zp_1) T, e~ 2ikndn
We therefore have
(1 + ﬁ_l) (1 4T, efzjkndn)

T = 2Zn
Z_1 (1 + (Fn—l e—2jkn_1dn_1) (1 _ f; €—2jkndn) o

(C.97)

o+ 2, (1 — ?n—l e*2jkn71dn71) (1 + ﬁl 6_2jkndn) .

It is then easy to see that equation (C.93) is verified, providing the conti-
nuity of V; with respect to 2’.






Appendix D

Fourier transforms and

Sommerfeld integrals

Since the medium under consideration is homogeneous and of infinite extent
in any (transverse to z) plane, the analysis is facilitated by the Fourier trans-
formation of all fields with respect to the transverse coordinate. Hence, we
express any scalar field component as f(r) = f(p, z) where p =z X+y ¥ is the
projection of r on the z,y plane. We introduce the Fourier transform pair

F{f(x)} = f(k,,2)
e , D.1
N //f(r) ol du dy (B-1)

FH{fc2)} = £)

+oo
1 ~ .
™

Now let us transform definition (D.2). Making the substitutions

(D.2)

x = pcosy ki = k,cos¢

y = psing ky, = kysin

we have
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“+oo
ﬁ / / fk,, z) e %P dk, dk,

1 oo - 1 27 .
= — k dk k _ d —jpk cos(gﬂp)' D.
5= | ke fe )5 [ e (3)

Let us set w = & — . We then have

o0 ~ 2T —p ]
f(r):% /0 kpdk, Fkp ) — / dw e~iPkocos@) (D .4g)

—¢

Bessel function of order 0: Jo(k,p)

Next we calculate different transforms that are needed in the main body of

this text.

400
1 k. ~ )
kp. 2 Z—//—”” kp, 2) e~ dh, dk
( P )} (271')2 ]fpf( 14 ) y
: /ook dk f(k Z)i/% Cosﬁe*jpknCOS(ﬁfw) d¢
2 Jo 0" 7o o

1 [ 5
= %/0 k,dk, f(k,, 2)

or .
i/ " M e IPko cos(E=) e |
21 0 2

K,."

L
—
W|??‘
he) 8
-

(D.5)
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Let us take a look at X, defining w =& — ¢ :

e—jkppcosw dw

X - 1 /QW—@ edwte) 4 o—i(wte)

2 2
L1 2=
_ |:_/ elP eIv e—]kppcosw dw
2 |27
1 2m—¢p ) ) )
4 e~I¥ g=Iw g—ikppcosw dw}
2 J_,

2m—p
= % {% ¥ I3 / eI(w=3) gmikopcosw g,
T
1 , B _
+— e TP eIz / e=i(w=%) g—ikopcosw dw]
=3 (€79 €3 J_1(kpp) + e 7% e 72 Ji(kop))
_ % [ei% 3T 1 ¢90 o]
— jcosi(kpp)

Thus we have
1 [ ks 2 ) 1 [
F k—f(kp,z) = —jeosypo— flkp, 2) Ji(kpp) k,, dk,. (D.6)
P ™ Jo
Following the same method we find
—1 ky 3 . . 1 .
F k—f(kp,z) = —jsingg— flkp, z) Ji(kpp) k, dk,. (D.7)
o T Jo

We can also calculate

o {(5) o) =gt ] ()
/ k, dk, f 0 2)

il CoS §e Jkppcos(§—) d¢

:—/kdkf 2)

2T (1 4 cos 2€)
27T 0 2

(D.8)

e Ikppcos(E—¢) de.

We already recognize an integral representation of a Bessel function multiplied
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by a % factor. Let us make the change

1 27 ) 1 271.7%0 ‘
_/ C052§ e*jkppCOS(ﬁﬂﬂ) d{ — _/ COSQ(w+<p) e*]kppcosw dw
4 Jo am J_,
then
2m— j2(w+ —j2(w+
i/ ve (whe) +e™? (wie) e—jkppcosw dw
47 — 2
27—
:%{5_/ Cere o b g
o
—¥
1 27T—Lp o . .
+_/ e—J » e—J w e—] p P COS W dw
2 J_,
27—
= l |:i ejQW eﬂ%/ Wejz(w—%) e—jkppcosw dw
4 |27 —

1 , , e _
4+ e—anp 6—32%/ 67]2(0.)7%) e—]kppcosw dw]
T -
1. . - . o

= L[ P E I (hyp) + €I IR ()]

1
= —5 cos2pTa(kp)

because J_,(z) = (=1)" J,(x) [70]. We finally get

F { <:—j)2f(kp,2)} = | ) k) b, i,

1 R
—meAfM@b%m@m.mm

1—cos 2§ )

In the same way we can obtain (because sin’¢ = 5

Sﬂ
L
—N
7N
??‘|W
D=
N——
%
=

(kpaz)} = %/0 f(kp,z) Jo(kop) kp dky,

1 B
+mwg/f®@b%m@m.mm
0
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The last thing we need to examine is

—+oo
kyky ~ 1 kok, ~ _
eV f(k = —— [ Z2fk Ikt ks, dk
d { k2 g ”’Z)} (27r)2/ K2 Flkp,z) € v

1 e ~
= %/0 kp dk, f(kp,z)

I ,
_ / cosésiné e Iker cos(§—¢) d¢
21 0
1 [ ~
o | k, dk, f(k,,2)
2m -
1 sin 2€ ik
2 0 2
1 [ ~
=5 : k, dk, f(kp,2)

1 27 €j2€ — 67]25

pp cos(§—p) d¢

27 J, 45

e~ Ikopcos(§—¢) de .

b'e
We now develop X, making the change of variable w = £ — ¢:

1 [27¢ pi2(wte) _ p—i2(wte)

X = — efjkppcosw dw
2r ), 45
L1 [ . . :
= — |:_/ e]2g0 €j2w e*jkppcosw dw
4y 27 J_,
1 (e _ _
_ e IP omiw g—ikppcosw dw]
2 J_,
11 . om [P . - ,
= — |:_ 20 ¢i2% / eJQ(w—g) e~ dkopcosw g
47 | 27 —e

1 2m—¢p
. o . - .

_2 e—]2g0 6—325/ e_JQ(w—E) e—]kppcosw dw]
o

—¢

1. o ; o
-5 (€727 722 J_y(kpp) — € 77%% €722 Jy(kyp)]

1 . . . o
— E I:eJZSD eJ2§ _ e—]ng 6—325} JQ(kpp)

1
=-3 sin 2¢.J5(k,p)
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_1 [ kaky - i 1 [ .
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