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I.1 Introduction

The temporal evolution of the landscape which is exemplified by changes in the cities’

extension, sudden or slow deformations of the Earth’s surface, critical infrastructure sta-

bility, has prompted the international scientific community to design systems enabling the

surveillance at different scales in order to monitor and control any changes of the earth’s

surface. It is in this context that our research work is taking place. We are dealing with

the overall processing chain dedicated to the measurement of changes in strategic and

sensitive areas by using Earth observation systems. In particular, we are focusing on

detection and mapping of ground changes using remote sensing techniques.

Change detection is the process of identifying differences in the state of an object by

observing it at different times. The temporal, spatial, spectral and radiometric resolu-

tions of remotely sensed data have a significant impact on the success of a remote sensing

change detection application. In the literature, change detection problems are generally

addressed for specific types of sensors (i.e. passive or active). In change detection us-

ing passive sensors (e.g., optical images), the difference image is usually evaluated and

provides a valid change measure. However, the use of optical images remains limited in

cloudy or rainy regions. From this point of view, Synthetic Aperture Radar (SAR) im-

agery can be considered as the best alternative for remote sensing applications [1].

SAR sensors have the capability of acquiring images night and day, regardless of the

weather conditions. SAR sensors can monitor and survey wide ground surfaces from a

long range and have some penetrability. Moreover, SAR sensors provide complex im-

ages where both amplitude and phase carry information which may be useful for change

analysis. All of these advantages give SAR data a great potential for change detection

applications [2].

Change detection with remote sensing SAR images involves a pair of co-registered images

acquired over the same area at different times. To identify changes, different methods are

commonly applied. These methods differ with respect to the parameters that are used

to indicate changes. Since SAR data contain amplitude and phase information, more

than one parameter could be used as a change indicator. Two forms of change detection

in repeat-pass SAR imagery may be considered, namely coherent and incoherent change

detection. Incoherent change detection identifies changes using only the backscattered

power taken from the repeat pass image pair. Typically, sample estimates are obtained

by spatially averaging the image pixel intensities over local regions in the image pair [1].
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The presence of speckle in SAR data limits the application of incoherent change detection

methods and the speckle filtering is still a challenging problem [3].

Coherent Change Detection (CCD), on the other hand, uses the magnitude of the sample

complex cross correlation (i.e. coherence) of an Interferometric SAR (InSAR) image pair

to quantify changes in the observed amplitude and phase of the image pixels [4, 5]. In

this technique, an InSAR process is required to evaluate the coherence image. At the

origin, InSAR coherence was used to guide phase filtering and unwrapping in the Digital

Terrain Model (DTM) generation process [6, 7]. Then, the InSAR coherence image that is

highly sensitive to the scene disturbance became the basic input parameter for most CCD

methods. Indeed, ground changes of the order of the centimeter significantly increase the

interferometric phase variance in the impacted resolution element. This change shows a

decorrelation or a decrease in InSAR coherence [8], which offer to CCD methods the po-

tential to detect very subtle scene changes that may remain undetectable using incoherent

techniques [5].

The main objective of the present thesis is to propose and validate a methodological ap-

proach based on InSAR coherence, for mapping fine ground changes. This consists mainly

of four blocks of processing and analysis of the InSAR data as following:

1. The development of an interferometric SAR process including interferogram forma-

tion, flattening and filtering.

2. InSAR coherence estimation using high resolution SAR images. This includes the

developed methods of coherence improvement based on using the interferometric

phase variability as a second change information.

3. The development of an efficient change classification scheme that permits the overall

scene analysis. This consists of using SAR intensity images in addition to the cor-

responding improved coherence map, to identify the man-made changes of interest.

4. Testing and validating the developed approach using suitable test sites.

I.2 Significance of InSAR coherence images

InSAR coherence provides a quantitative measure of surface property change during the

time span of the interferometric pair. Since InSAR coherence is a measure of the degree of

similarity between two SAR images, high coherence values indicate no change while low
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Figure I.1: Geocoded InSAR coherence image evaluated over the ERS repeat-pass images

of 29 July and 10 october 1995. Light-colored pixels represent high values of coherence,

while dark pixels represent low values.

coherence implies changes in the observed scene. Zebker et al. [9] used coherence to detect

changes due to lava flow on the Kilauea volcano with SIR-C, while Dietterich et al. [10]

used coherence images from ENVISAT to track the same volcano. InSAR coherence is

widely used for earthquake damage assessment. Simons et al. [11] used coherence image

from ERS for mapping ground surface disturbances caused by intense shaking during the

1999 Hector Mine earthquake. Fielding et al. [12] and Hoffman et al. [13] used coherence

to map surface ruptures and damages to the city of Bam, Iran. InSAR coherence is

also used for man-made change detection. Milisavljevic et al. [14] used coherence from

ENVISAT pair images to detect potential human activities.

To show the ability of the InSAR coherence to measure ground changes, an example

of coherence image of an agricultural area at the border between Jordan and Syria is

presented in Figure I.1. The interferometric SAR process of Figure I.1 is achieved using

ERS image pair over an area of 10 km × 6 km and with a ground pixel resolution of

20 m. The coherence of the cultivated fields appears to be low (dark pixels) on one side

which indicates the existence of agricultural activities during the acquisition times. on
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other side, the urban area (left side of Figure I.1) is characterized by high coherence

values (light-colored pixels). The uncultivated parcels on the right side of Figure I.1 are

also characterized by high coherence values. Notice the white continuous diagonal band

(about 100 m wide) on the coherence image, which corresponds to the no man’s land

(minefield) separating Jordan and Syria. Despite a temporal interval of 70 days, coherence

is preserved (high values) because no human activities took place in the minefield area.

Optical images cannot deliver this type of information about the minefield regardless of

spectral band and pixel resolution. This is due to the fact that the temporal changes (i.e.

no changes) are mainly indicated by the interferometric phase, a parameter that does not

exist in optical imagery and is not used in incoherent change detection methods. The

example in Figure I.1 clearly shows the importance of using InSAR coherence as a ground

change indicator.

I.3 InSAR coherence mis-estimation

The recent advent of satellite constellations that deliver high-resolution SAR images made

it possible to detect surface changes with fine spatial details and short temporal baseline.

These advantages make CCD techniques ideal for use in military and scientific applica-

tions such as border security and environmental monitoring. All of these advantages led

to the development of new methods that improve change detection performance [4, 5, 14].

Unfortunately, the sample coherence estimator is biased, especially for low-coherence val-

ues [15]. The cause of this bias, in addition to the presence of speckle in SAR data [16],

is the appearance of highly coherent pixels inside changed areas which are considered as

outliers. Within this context, the detection performance will considerably degrade, par-

ticularly when using high-resolution SAR data [17].

As demonstrated in [15], the bias decreases when the number of samples used to estimate

the coherence increases. However, a large number of samples also causes the loss of subtle

changes in the coherence image. Touzi et al. [15] proposes a method to reduce the bias by

space-averaging coherence samples over a local area. This method allows the improvement

of detection performance but a large window size is needed to detect all the changes. For

that reason, another change information source is suitable to better analyze the InSAR

coherence image. This idea is one of our important contributions in the present work.
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Country Satellite Nbr. of SAR images Pixel Resolution (m) Polarization

Libya ALOS 4 20 HH

Egypt ALOS 4 10 HH, HV,

VH and VV

Syria ERS1-2 2 20 HH

Jordan ENVISAT 2 20 HH

Algeria ERS1-2 2 20 HH

Algeria RADARSAT-2 2 10 HH, HV

VH and VV

Afghanistan CSK 6 1 HH

Belgium CSK and TSX 8 1 HH

D. R. of Congo CSK 4 1 HH

New Zealand CSK 8 1 VV

Table I.1: Overview of the used SAR images.

I.4 Used SAR data

For the test and validation of the proposed change detection approach, various SAR data

sets has been used as presented in Table I.1. The data delivered by the satellites ALOS,

ERS, ENVISAT and RADARSAT-2 are of medium resolution with ground pixel size of

about 20 m. The high resolution SAR data are delivered by the two satellites TSX and

CSK with ground pixel resolution of about 1 m.

The advantage of using high-resolution SAR data, in addition to the detection of fine

changes, is that it is possible to select faithfully large changed and unchanged areas as

ground truth in order to assess the validity of the developed change detection methods.

The probability of detection and false alarm are estimated experimentally and the Re-

ceiver Operating Characteristic (ROC) curves are used to quantify the change detection

performance.

Co-registration of the SAR images is performed with SarscapeTM. Developments are car-

ried out using Interactive Data Language (IDL). During the validation process, various

high resolution visible images have served as ground truth and the final geocoded change

maps were visually assessed using ArcMapTM Geographical Information System (GIS).
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I.5 Outline of the thesis

The thesis is broadly organized into two parts: conventional SAR Interferometry and

improvement of the coherent change detection technique. The first part consists of chap-

ters II, III and IV and is organized as follows. Chapter II gives an introduction to Synthetic

Aperture Radar, outlining the basics of radar remote sensing and image geometry. Chap-

ter III introduces interferometric techniques for SAR processing. The steps for producing

interferograms are discussed. Particular attention has been given to the phase filtering,

which is of great importance for the success of all InSAR processing. The subspace pro-

jection based filter is presented, together with our contribution in the improvement of the

phase estimation. Chapter IV gives an overview of sample coherence estimation.

The second part of the thesis is dedicated to the improvement of the CCD technique

and consists of two chapters V and VI. Chapter V proposes several methods to improve

the change detection performance. It then goes on to describe the use of Local Fringe

Frequencies (LFF), which measures the interferometric phase variability, as additional

change information to better analyze InSAR coherence. In this chapter, two proposed

LFF-based methods are presented and tested. Chapter VI describes the proposed change

classification scheme in order to obtain reliable change maps. A comparative study of the

change classification results obtained with and without introducing the LFF information

to the change classification is performed. A set of high resolution CSK SAR data are

selected for the validation process, which concerns different types of environments; agri-

cultural region in Maymana (Afganistan), harbour in Zeebrugge (Belgium) and airport

in Goma (Democratic Republic of Congo). Various results are presented and discussed to

assess the validity of the proposed approach.
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II.1 Brief history of radar

Radar is an acronym for RAdio Detection And Ranging. The basic use of a radar is as

a measuring device, whether it be for distance or time. It operates in the microwave

portion of the electromagnetic wave scale, usually with wavelengths between 1 mm and

1 m. The first pulse radar system was developed in 1934 with operating frequency 60 MHz

by Naval Research Laboratory (NRL), USA. At the same time, radar systems for tracking

and detection of aircraft were developed both in Great Britain and Germany during the

early 1930s [18]. The evolution from using radar as a location device to an imaging tool

came with the application of the Side Looking Airborne Radar (SLAR) in the 1950s.

Scanning had been achieved with the SLAR by fixed beam pointed to the side with

aircraft’s motion moving the beam across the land. The early versions of SLAR systems

were primarily used for military reconnaissance purposes. In the mid 1960s, the first

high-resolution SLAR image was declassified and made available for scientific use. In the

1970s, the SLAR image was used for many land mapping campaigns. One such campaign

involved mapping 500000 km2 of the United States [19]. From this work in SLAR, the

design of Synthetic Aperture Radar (SAR) systems was born.

Synthetic Aperture Radar (SAR) relies on the use of signal processing techniques to

improve the resolution beyond the limitation of physical antenna aperture [20]. SEASAT,

launched in June 1978, was the first civilian SAR satellite. This was followed by the

Shuttle Imaging Radar missions and Soviet missions of the 1980’s. In the early 1990’s,

three more satellites bearing SAR were launched: the European ERS-1, Japan’s JERS-1

and the Soviet’s ALMAZ-1. These were quickly followed by Canada’s RADARSAT-1

and ERS-2 in the mid 1990’s, and by European’s ENVISAT and USA’s Shuttle Radar

Topography Mission (SRTM) in February 2000. The recent developments in the high

resolution SAR data sources, such as RADARSAT-2 from Canada, the COSMO-Skymed

satellite from Italy and the German TerraSAR-X, give the opportunity of mapping with

much finer level of detail and the SAR data will be available for at least the next decade

at X- (3 cm), C- (6 cm) and L-band (24 cm) wavelengths.

II.2 Radar basics

Radar is an active sensor; it emits a pulse of electromagnetic radiation from the transmit-

ting antenna and then listens for the returning echo at the receiving antenna. Most radar
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Figure II.1: Basic block diagram of full-polarimetric radar system.

systems are mono-static as they use the same antenna for transmitting and receiving.

When the return pulse is received various signal parameters are stored. These can include

the amplitude and the phase of the return signal [18]. The Doppler shift and the time

delay between transmit and receive can also be derived. The time delay, τ , can be used to

calculate the range distance using the simple equation r = cτ/2 , where r is the range and

c the speed of light. Throughout the scanning of the scene and with the ordering of re-

turn pulses, it is possible to form the radar image. In radar imaging systems, the emitted

waves are generally linearly polarised in 2 directions horizontal (H) and vertical (V). The

wave scattered by a target at the Earth surface is partially depolarized. However, modern

radar systems are designed to record the two polarizations. Two letters thus define the

polarization of a radar imaging system. The first letter (H or V) designates the polar-

ization of the emitted wave while the second letter refers to the recorded component. A

radar image noted HV is obtained with emitting in horizontal polarization and recording

in a vertical polarization. Generally, radar emits a signal in a single plane and records

the backscattered signal in the same or in the other plane. The full-polarimetric radar

is able to emit and to record the complex signal simultaneously in the 2 polarizations.

Figure II.1 shows the basic block diagram of full-polarimetric radar system [21]. The

pulses are transmitted through a horizontal polarized antenna and received signal from

both antennas, then followed by pulses transmitted through a vertical polarized antenna

and received by both antennas. Circulators permit a single antenna to be used for both

transmission and reception.
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II.3 Radar for remote sensing

II.3.1 What is remote sensing ?

Remote Sensing is a term used to describe a group of techniques that can give infor-

mation about something without physical contact with the object [19]. Remote sensors

collect data by detecting the energy that is reflected from Earth. These sensors can be

on satellites or mounted on aircraft. Remote sensing makes it possible to collect data

on dangerous or inaccessible areas and can be applied in various fields; namely agricul-

ture, forestry, geology, land cover/change, hazard, fire, pollution, hydrology, and other

environmental areas.

II.3.2 Why using radar for remote sensing ?

Comparing to optical sensors, radar uses relative long wavelengths which allows these

systems to "see" through clouds. Also, being an active system, it can be operated day or

night, no matter if there is sunlight or not, giving it an advantage over optical sensors [19].

This allows the interpretation of the radar images no matter if the sky was overcast or not.

These two reasons show the benefits of using radar where optical imaging might fail, but

another reason to use radar is that it gives complimentary information compared to an

optical image [22]. Also, microwaves are able to penetrate vegetation and soil depending

on the wavelengths used and the water content of the soil.

II.4 Side Looking Airborne radar

Side Looking Airborne Radar (SLAR) is an aircraft- or satellite-mounted imaging radar.

As its name suggests, it is pointed perpendicular to the direction of travel at an angle

above the nadir. This angled perspective is necessary because this causes a delay between

the parts of the returned pulse that are the farthest from the antenna and the parts that

are the closest.

II.4.1 Geometry

The geometry of the Side Looking Radar is shown in Figure II.2. The radar moves in the

azimuth direction and looks into the range direction. The satellite track is the path the

satellite follows projected onto the ground surface in the nadir direction. The azimuth

beamwidth of the radar is equal to λ/L, and determines the size of the area illuminated,
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Figure II.2: Geometry of a Side Looking Radar.

in the azimuth direction, of each pulse. The swath width, or size of the illuminated area

in the range direction, is determined by the elevation beamwidth which is equal to λ/D.

This together with the look angle determines the imaged area . The edge of the radar

image nearest to the radar is called near-range, and the farthest is called far-range.

As the radar moves along, it flies in a straight line emitting short pulses at a rate called

the Pulse Repetition Frequency (PRF). The returns of each one of these pulses makes

up a range line in the radar image. The pulse returns are arranged parallel so as to

form an image. Each pixel of the image has two associated coordinates: an azimuth time

coordinate which gives the time the range line was imaged, and a range time coordinate

which gives the elapsed time between transmitting and receiving the pulse echo. The term

range can be confusing when discussing radar images; the terms slant-range and ground-

range are used to distinguish between distances relating to radar geometry and ground

respectively. This is illustrated in Figure II.3, where S is the position of the antennas, and

the range between two targets A and B is shown in both slant range and ground range.

II.4.2 Spatial resolution

Spatial resolution is defined as the shortest distance between two points such that they

can be distinguished as separate points in the radar image. The spatial resolution can be
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Figure II.3: The geometric difference between slant and ground ranges.

described in two separate parts; range resolution and azimuth resolution.

Range resolution

The range resolution describes the spatial resolution in the range direction, i.e. for each

pulse, that is the minimum separation (in ground-range) of two targets such that they can

be resolved in the radar image. This is equivalent to having two separate echoes received

at the radar. For this to occur, the separation of the two targets (A and B) must be such

that the pulse cannot travel from point A to B and back to A again before the whole pulse

has been reflected from A [20]. That is, the two targets A and B must be separated by

a distance (in slant range) greater than half the pulse length. Figure II.4 shows this from

a geometrical point of view. Two objects A and B will not give two resolvable echoes,

whereas the two targets C and D will be discernible. Figure II.5 shows the same thing in

terms of the pulse responses. This implies that a shorter pulse width will give a better

spatial resolution in the range direction, as Equation II.1 shows,

RG =
Rs

sin(θ)
=

cτ

2sin(θ)
(II.1)

where RG is the ground range resolution, Rs the resolution in slant range, τ is the pulse

length and θ the incident angle (look angle).

In practice, the pulsewidth of the radar is limited by hardware constraints and the amount

of "energy on target" required to get sufficient Signal to Noise Ratio (SNR) to obtain

a good image [20]. To achieve a high range resolution without a short pulse, frequency
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Figure II.4: A geometrical view of four targets. Targets A and B will be inseparable in

the radar image since they are separated by less than half a pulse length. Targets C and

D will give separate responses in the image because they are separated by more than half

a pulse length.

Figure II.5: Range resolution: pulses. The equivalent of Figure II.4 in terms of pulses

received by the radar.

modulation can be used to synthesize an effectively short pulse. This process of generating

a narrow synthetic pulsewidth is called pulse compression. The approach is to introduce

a modulation on the transmitted pulse, and then pass the received signal through a filter

matched to the transmit signal modulation [19]. The most common transmit waveform

used for pulse compression is linear FM (or chirp), and the ground range resolution

equation becomes:

RG =
c

2Bsin(θ)
(II.2)
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where B is the bandwidth of the chirp pulse.

The ground range resolution is a function of the bandwidth of the transmitted pulse and

look angle but independent of height. Using pulse compression, a SLAR system can

achieve a very high range resolution, but the cross-range resolution of the SLAR is limited

by the physical beamwidth of the antenna.

Azimuth resolution

Azimuth resolution is the minimum distance on the ground in the direction parallel to

the flight path of the instrument platform at which two targets can be separately imaged.

Two targets located at same slant range can be resolved only if they are not in the radar

beam at the same time. Figure II.6 shows the angular spread of the radar beam in the

azimuth direction is equal to

β =
λ

L
(II.3)

Thus, the azimuth resolution can be written as,

RA =
Rλ

L
(II.4)

where R is the distance antenna-object (refer to the Figure II.2).

It can be seen that a large antenna length and small wavelength will give a better res-

olution, but that the resolution deteriorates with range from the satellite. Figure II.6

shows the azimuth resolution deteriorating as slant range increases. As an example, the

SEASAT antenna at an altitude of 800 km would attain a SLAR resolution of 18 km with

an antenna size of 10 m [20]. This apparent limitation is overcome by SAR systems (see

Section II.5).

II.4.3 Geometrical distortions

SLAR images have three main geometrical distortions associated with the side looking

aperture. The points A, B and C are imaged as A’, B’ and C’ in the slant range plane (see

Figure II.7). This shows how minor differences in elevation can cause considerable range

distortions. These relief induced effects are called Foreshortening, Layover and Shadow.

Foreshortening is the name given to the phenomenon shown in Figure II.7. This occurs

when the radar beam reaches the base of a tall feature tilted towards the radar before

it reaches the top. Because the radar measures distance in slant-range, the slope (from

point B to point C) will appear compressed and the length of the slope will be represented

incorrectly (B’ to C’) at the image plane.
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Figure II.6: Azimuth resolution of SLAR.

Figure II.7: Foreshortening: length BC appears much shorter in slant range than in

ground range.

Figure II.8 describes Layover, which occurs when the terrain slope is much greater

than the incidence angle [20]. In the image, it would appear that the top of the slope

is ’laying over’ the bottom. Finally, shadow is shown in Figure II.9. This is caused by

objects, which cover part of the terrain behind them. The shadowing effect increases with
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Figure II.8: Layover: point C appears before point B in slant range.

Figure II.9: Shadow: terrain blocks radar signal.

the incident angle θ and the invisible area will appear in black in the image.
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II.5 Synthetic Aperture Radar

Synthetic Aperture Radar (SAR) systems are a special case of SLAR that overcomes

the problems of poor azimuth resolution by some further signal processing algorithms.

The SAR principle is shown in Figure II.10. The target is in each of the pulse returns

represented in the figure and thus contributes to each of these pulses by returning an echo

composed of an amplitude and phase. The phase of each pulse will be offset mainly caused

by the path propagation delay, in addition to the dielectric and geometric properties of

the target. One simple solution is to modify the phase of the samples to which the

target has contributed, so that they all have the same phase. The coherent summation

of these returns leads to a significant improvement of the Signal to Noise Ratio (SNR)

related to the target. From this processing a large antenna length is synthesized which is

characterized by a much more narrow beam, as shown in Figure II.10.

The target may be illuminated by the SAR during the azimuthal distance Lsynth = 2Rλ/L.

According to equation II.4, the new azimuth resolution for the SAR process is given by [20]

RA =
Rλ

Lsynth

=
Rλ
2Rλ
L

=
L

2
(II.5)

where L is the real SAR antenna length, which seems counter-intuitive that a smaller

antenna should lead to a better resolution. This can be partly explained by the fact that

a smaller antenna size will lead to a larger beam-width, meaning a target will be in more

returns and hence a larger aperture can be synthesized.

II.5.1 SAR signal processing and image formation

Like most of the electromagnetic signals, a radar echo carries an amplitude and a phase

simultaneously. Thus the data are complex numbers, an indispensable feature for SAR

focusing. During the scanning of a scene, the SAR collected data are arranged in a two

dimensional array (range direction and azimuth direction) to form the raw data. In a

SAR signal processor there are specific operations required to convert a raw data set into

an interpretable image. The raw SAR data are not forming a useful image since point

targets are spread out in range and in azimuth directions [20]. The main goal of SAR

data processing, also known as focusing process, is the determination of the range and

azimuth coordinates of the targets. The most common algorithm employed in the SAR

processing system is the Range Doppler Processing (RDP) algorithm, which is a two-

dimensional correlating procedure as shown in Figure II.11 [20]. The two dimensions of
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Figure II.10: Synthetic Aperture principle. The target is in many radar returns, from

a real antenna length L, moving along track. Processing can synthesize a large antenna

length Lsynth characterized by a fine beam.

Figure II.11: Range-doppler processing.

the correlation processing are realised as two one-dimensional matched filter operations

namely range compression and azimuth compression. The first matched filtering operates

on the single pulse radar returns (pulse compression) and the second matched filtering on

the Doppler signal. After the raw data focusing step, the obtained SAR image is called a

Single Look Complex (SLC) image.
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Figure II.12: SAR scanning modes.

II.5.2 SAR data acquisition modes

Two common modes of gathering SAR data are stripmap SAR and spotlight SAR, as

shown in Figure II.12. The stripmap SAR is one of the most dominant operating modes

of SAR remote sensing. In this mode, the beam remains in a constant pointing direction

as the platform moves. As a result, a strip of the earth’s surface parallel to the flight path

is continuously illuminated. In the same way, the scan SAR mode can provide a large area

coverage by scanning several adjacent ground sub-swaths with simultaneous beams, each

with a different incidence angle [23]. Due to the reduced azimuth bandwidth the azimuth

resolution of a scan SAR product is lower than in stripmap mode. With the spotlight

mode, the antenna beam will be steered so that the scene will be illuminated over a

large aspect angle and hence the synthetic aperture becomes larger [23]. Spotlight mode

provides the highest geometrical resolution, therefore the size of the ground observed area

is smaller than the one in the other modes.

II.5.3 SAR image interpretation

Radar images have certain characteristics that are fundamentally different from images

obtained by using optical sensors. As said before, the radar data contain amplitude and

phase information. The amplitude of the SAR image records reflectivity, the variable

ability of the terrain to send the incident energy back to the radar. If the backscattered

signal of a particular resolution cell is high then the image pixel will be bright. Otherwise,
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(a) (b)

Figure II.13: Part of the Zeebrugge harbour (Belgium) imaged with SAR and optical

sensors. (a) CSK SAR intensity image acquired in spotlight mode (sub-set size of 200×
200 pixels). (b) Optical image from Google EarthTM of the site of interest. COSMO-

SkyMedTM Product - ASI [2011] processed under license from ASI - Agenzia Spaziale

Italiana. All rights reserved.

for low backscattering values the pixels will be dark. There are various parameters that

affect the amount of backscatters received by the radar: wavelength of the transmitted

pulse, polarization, incidence angle, surface roughness and soil moisture content. Smooth

surfaces (like roads or water) act as specular reflectors, which do not reflect much of the

signal back to the radar and appear black in the image. A rough surface acts as a diffuse

reflector and will reflect more of the signal back to the radar. The amplitude of the SAR

image is visualized by means of grey-scale levels as is shown in the example of Figure II.13.

The bright pixels correspond mostly to corner reflections, double bounces and surfaces

orientated within the container terminal area, whereas dark pixels correspond to the sea

area and to the ground surface along the port edge. In addition to amplitude information,

a radar echo carries phase information which results from superposition of several effects

related to the propagation and the backscattering of the electromagnetic wave. Therefore,

the phase information appears as a noisy image with values uniformly distributed between

0 and 2π. The phases become meaningful only when some of these effects are isolated by

comparing radar images.
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II.5.4 Speckle in SAR images

The presence of several scatterers within each SAR resolution cell generates the so-called

’speckle’ effect that is common to all coherent imaging systems. Homogeneous areas,

see Figure II.13, that extend across many resolution cells are imaged with different am-

plitudes. The speckle effect is a direct consequence of the superposition of the signals

reflected by many small elementary scatterers (those with a dimension comparable to the

radar wavelength) within the resolution cell [24]. These signals, which have random phase

because of multiple reflections between scatterers, add to the directly reflected radiation.

Intuitively, the resulting amplitude will depend on the imbalance between signals with

positive and negative sign. Speckle in SAR images complicates the image interpretation

and image analysis. However, the speckle effect can be reduced by taking multiple looks

(summation of several adjacent pixels to obtain single pixel) or by using some specialized

filters [3].

II.5.5 Important SAR data parameters

The basic characteristics of SAR data are substantially related to the following three

frequencies, described here from the highest to the lowest:

1. The radar’s carrier frequency fc is the frequency of the instrument’s oscillator. This

frequency defines the radar’s wavelength λ by: λ = c/fc, where c is the speed of

light. Typical pulse carrier wavelengths used are approximately 3 cm (X-band), 6 cm

(C-band), 9 cm and 24 cm (L-band). In addition to the polarization, the wavelength

is the most important parameter that determines the penetration of the wave into

a medium. Generally, the longer the wavelength, the stronger the penetration into

the target is. The data available today for the scientific researchers are mostly those

of the civilian satellites that work in one of the following microwave bands:

• C band - 5.3 GHz (the European ERS and Envisat, the Canadian Radarsat,

and the US shuttle missions).

• L band - 1.2 GHz (the Japanese J-ERS and ALOS).

• X band - 10 GHz (the German TerraSAR-X and the Italian COSMO-SkyMed).

2. The sampling frequency in range fr defines the size of the range pixel RS by RS =

c/2fr where the factor 2 takes into account of the fact that the difference between two
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pixels includes the round trip. A correct sampling of the echo requires a sampling

frequency fr larger than the pulse modulation bandwidth Bs which controls the

range resolution of the instrument, in order to satisfy Shannon’s sampling conditions.

Typical used bandwidth B values are in the range of 10-400 MHz.

3. The pulse repetition frequency (PRF) defines the size of the azimuth pixel RA by

RA = v/PRF , where v is the modulus of the instrument platform velocity, here

assumed to be constant and linear. The relationship is more complicated when

the velocity of the instrument platform has a non-zero curvature, case of satellite

mounted radar. Typical used PRF values are in the range of 1-10 kHz.

The polarization of the transmitted and received wave is another parameter that has

great influence on the radar signature of complex scatterers. The use of a fully polari-

metric SAR allows for the separation of different scattering mechanisms, e.g. surface,

volume. The combination of polarimetry and interferometry enables the coherence opti-

mization [25].

The incidence angle θ determines the radar response of a scatterer. For a given altitude

of the sensor, the swath increases with the incidence angle and the SNR reduces. From

an interferometric point of view θ should be chosen such as to balance the probability

for layover and shadow and to move the ’blind angle’ region towards less critical terrain

slopes.

The CSK SAR images, that represent the most important part of the SAR data used

during the preparation of this thesis was acquired in spot light mode, horizontally po-

larized with the following parameters: fc = 9.6 GHz (X-band), PRF = 9883 Hz and

Bs = 380 MHz, which allows a pixel size of RA = 70 cm in azimuth and RS = 31 cm in

range. The incidence angle of θ =26◦, leads to a ground range resolution of RG = 71 cm.

II.6 Summary

An introduction to radar for remote sensing has been given. The geometry and the

terminology of remote sensing radar have been described for side-looking systems. An

emphasis is given to the SAR which is an all-weather imaging tool that achieves fine

azimuth resolution by taking the advantage of radar motion to synthesize a large antenna

aperture. It has been shown that both range and azimuth resolution of the SAR image

are independent of height, which makes the SAR systems ideal for use in military and
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scientific applications such as border security and environmental monitoring. The SAR

image formation has been given, together with the SAR data acquisition modes. The

radar image interpretation and the speckle effect in SAR data have been discussed. The

basic parameters of the SAR data are summarized.
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SAR INTERFEROMETRY
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III.1 Introduction

SAR Interferometry (InSAR) is a technique that exploits the phase differences of at least

two SAR images acquired from different orbit positions and/or at different times [2]. In

other words, the phase difference (known also as the interferogram) of the SAR images is

formed. The derived interferogram information can be used to measure several geophysical

quantities, such as topography, surface deformations, glacier flows, vegetation properties,

etc... [26]. The basic principle of using InSAR techniques for Earth observation dates to

years 1970s [27]. However, in view of terrestrial applications it was only in the 1980s that

the first results were published [28]. As far as space-borne InSAR is concerned, in the

beginning only few well-selected SAR data sets of the SEASAT mission were available.

An enormous amount of SAR data sets suitable for interferometry became available after

the launch of the ESA satellite ERS-1 in 1991. In 1995 ESA launched a second SAR

capable satellite, ERS-2, with the same instrument characteristics as ERS-1. ERS-2 was

put into an orbit 24 hours behind ERS-1, allowing interferometry to be performed with a

short temporal baseline, or separation, between image observations. Interferograms made

up of two images separated by this 1 day baseline are called Tandem pairs.

Today it is generally accepted that SAR interferometry is an extremely powerful tool

for mapping the Earth’s land, i.e. generation of Digital Elevation Model (DEM). The

so-called differential InSAR represents a unique method for detection and mapping of

surface displacements over large temporal and spatial scales with a precision in the cm

and even mm range [26]. As previously stated, the main uses of interferometry concern

topographic mapping and land classification. A CCD map, based on the use of InSAR

coherence, can provide a very sensitive indicator of activity in an observed area between

the two SAR passes [2]. Recently, with the advent of satellite constellations delivering

high-resolution SAR images such as CSK and TSX, it makes it possible to detect surface

changes with fine spatial details and with a short temporal baseline. These advantages

confers to InSAR coherence to be suitable for use in military and scientific applications

such as border security and environmental monitoring.

This chapter reviews the technology and the signal theoretical aspects of InSAR process.

Emphasis is given to the SAR interferogram formation. Coherence is shown to be a

measurement of interferogram quality. Focus is then given on the application of coherence

to ground change detection, together with several results obtained by real SAR data.
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Figure III.1: Interferometric configuration. Satellite positions 1 and 2 have ranges, to

target P , R1 and R2 respectively. The separation between the satellites is called the

spatial baseline and is denoted by B.

III.2 Interferometric configuration

In Repeat-pass interferometry the SAR system fly on (ideally) parallel tracks and view

the terrain from slightly different directions at different times. Figure III.1 shows a typical

spaceborne InSAR configuration. "1" and "2" denote the satellite positions when the first

and second SAR images were taken. The distance between them is called the (geometric)

baseline and is denoted as B in Figure III.1. The perpendicular baseline, B⊥, is the

component of B in the direction perpendicular to the look direction. R1 and R2 denote

the ranges to the target P from satellite positions "1" and "2" respectively. The principle

of the SAR Interferometry technique is the use of the phase information of every pixel to

measure the parallaxes ΔR = R2 −R1. Let

s1(R, x) = |s1(R, x)| exp{jφ1(R, x)} and s2(R, x) = |s2(R, x)| exp{jφ2(R, x)}
(III.1)

be the two SAR images forming the interferogram

I(·) = s1(·)s∗2(·) (III.2)
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where the phase of the interferogram I(·)

φ(·) = φ1(·)− φ2(·) (III.3)

is the interferometric phase.

The phase of the SAR image response of a point scatterer is proportional to range plus a

possible shift due to the scatterer itself [27], i.e.

φ1 = −4π

λ
R1 + φscat, 1 (III.4)

φ2 = −4π

λ
R2 + φscat, 2 (III.5)

Assuming that the scattering phase is the same in both images (φscat, 1 = φscat, 2), the

interferogram phase measures the range difference:

φ = 4π/λ ΔR (III.6)

of course, φ is still ambiguous to within integer multiples of 2π. In literature, this is

addressed as phase unwrapping problem [26].

ΔR can be written as the projection of the baseline B on the first antenna line of sight:

ΔR = B sin(θ − α) (III.7)

Now, let see how a topographic height change causes a proportional change in the inter-

ferometric phase. Consider point P ′ with a different height Hp with respect to point P .

The interferogram related to the point P ′ is given by:

φ
′
= 4π/λ B sin(θ +Δθ − α) (III.8)

The change in height Hp is reflected in the difference of the interferometric phases φp =

φ− φ
′ . Using a small angle approximation, we obtain [29]:

φp = −4π

λ
(
B⊥,p

R sin θ
Hp −B sin(θp − α)) (III.9)

This provides the relation between the measured phase φp and the height Hp. The second

term in Equation III.9 is called phase of flat area (Hp = 0), which causes orbital fringe

in the interferogram (see Section III.3.3).

The altitude of ambiguity of the interferometer is defined as [26]

z2π =
λ

2

R sin θ

B⊥
(III.10)
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z2π represents the altitude difference that generates an interferometric phase change of

one fringe (2π). It can be seen that the altitude of ambiguity is inversely proportional to

the perpendicular baseline B⊥. Indeed, for large values of B⊥, the interferogram will be

characterized by high density of fringes which complicate the phase unwrapping step. For

small values of B⊥, the fringes become too much broad, inducing the loss of topographic

details.

III.3 SAR interferometric process

Recall that the interferogram is the interference pattern between two SAR images. The

interferometric processing chain can be split up into several different stages. The process-

ing chain, starting from SLC data is outlined below. SLC data is the raw SAR data which

has already been focused (see Chapter II). The main steps in generating the interferogram

summarized below are highlighted afterwards.

1. Co-register the two SAR images;

• Coarse co-registration (pixel to pixel)

• Fine co-registration (sub-pixel to sub-pixel)

2. Create the complex interferogram.

3. Flatten the interferogram.

4. Filter the interferogram.

5. Generate a coherence image (see Section III.4).

6. Unwrap the phase and generate the DEM.

The phase unwrapping step is not of interest in the CCD application, so it will not

be discussed in this thesis. Hanssen R. [29] made an exhaustive study about forming

interferogram, steps and applications. A description of the above steps follows.

III.3.1 SAR images co-registration

The co-registration, which is the first stage of the processing chain, must be addressed

since for interferometry it is fundamental that the two images are registered to sub-pixel

accuracy [29] as described below. Due to the repeat-pass geometry they will almost
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Figure III.2: SAR images co-registration.

certainly have some small shift and rotation between the two SAR acquisitions. One of

these two SAR images must be assigned as the master (reference) image and the other

one is the slave (match) image. Through the whole co-registration process, only the slave

image will be modified (shifted and re-sampled). The co-registration is usually split up

into two stages; coarse and fine co-registration:

1. Coarse co-registration: This is performed either using the orbit information [29] or

by calculating the correlation between the magnitudes of the two images at various

points. Using either of these techniques can give the offsets between master and

slave images, as indicated in Figure III.2, with co-registration error of one pixel.

2. Fine co-registration: The whole slave image is up-sampled by 1/10 and the cross-

correlation (i.e. coherence, see Section III.4) is calculated for a set of windows over

the two images, which yields an offset vector for that window. Then these offset

vectors can be used to determine a polynomial equation to calculate the offsets for

every pixel in the slave image [28].

Bamler and Hartelet [26] show that an accuracy of 1/8th of a pixel in SAR co-registration

is sufficient for interferometry, since it yields a negligible 4% decrease in the coherence.

Co-registration for SAR interferometry is well discussed by Gabriel and Goldstein in [28].

In this thesis the co-registration of the SAR images was performed with the SarscapeTM

software.

III.3.2 Interferogram formation

The interferogram can now be formed using the master and the co-registered slave images.

Because the SAR images are complex the interferogram can be formed by multiplying one
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Figure III.3: CSK intensity image of a flat area in Goma (R. D. of Congo). Sub-set size

of 1400 × 1400 pixels, acquired in spotlight mode. COSMO-SkyMedTM Product - ASI

[2011] processed under license from ASI - Agenzia Spaziale Italiana. All rights reserved.

SAR image with the conjugate of the other (see Equation III.2). In InSAR applications, we

are generally interested only by the phase information and the term interferogram is used

to describe the phase interferogram. To decrease the noise in the interferogram, Gabriel

and Goldstein [28] propose a multilook approach, in which the complex interferogram data

in a specified window are simply averaged. Multilooking can be performed simultaneously

with the complex multiplication, and is often applied to a range-azimuth ratio that yields

approximately square pixels, such as 1 : 4, 1 : 5, etc.

Figures III.3 and III.4 show a SAR image together with the interferogram of the same

agricultural area in Goma, Democratic Republic of the Congo (DRC). It is a rather flat

plain with few houses. In the SAR intensity image, the small hills (top left of Figure III.3)

exhibit the geometric distortions discussed earlier. On the lower part of the image, the

shadow is clearly visible beside the different houses. It is important to note that the two

SAR images used appear identical to the eye, since the acquisition period is of only 4

days. The interferometric phase in Figure III.4 is coded in color. The iso-phase contours
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Figure III.4: SAR interferogram of the area shown in Figure III.3. Baseline:

B⊥ = 307 m → z2π= 15 m. The time delay between the two acquisitions is 4 days.

form a pattern that is usually referred to as fringe pattern.

III.3.3 Interferogram flattening

As shown in Equation III.9, the interferometric phase is made from two kinds of fringe.

The first one is the topographic fringe generated by terrain height variations. The second

term, namely orbital fringe, consists of a dominant frequency in the range direction which

is due to the ellipsoidal shape of the earth (see Figure III.4). Flattening is the process

to eliminate the orbital fringe, it is also called orbital fringe correction. In recent years,

some flattening approaches for InSAR have been proposed and can be categorized into

two classes:

1. Orbit-equation algorithm: It is based on the orbit Ephemerids and computes the

flat-Earth phase by solving a set of equations (Doppler, range, and ellipsoid) [30].

2. Fringe-frequency algorithm: It is based on the interferogram itself and carries out

flattening by measuring the maximum fringe frequency where the flat-Earth phase
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(a)

(b)

Figure III.5: Interferograms spectrum. (a) Original interferogram, (b) Flattened interfer-

ogram.

dominates [31]. For that, the fast Fourier transform may be computed along the

range and azimuth directions.

Figure III.5 shows interferogram spectrum before and after the flattening operation. Once

the two frequency shifts (fx and fy) are estimated from Figure III.5(a), the flat-Earth

phase ejφ0(i,j) = ej2π(fxi+fyj) is subtracted causing the shift of the interferogram spectrum
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Figure III.6: Flattened interferogram of Figure III.4 using the fringe-frequency algorithm.

peak to the zero frequency, as indicated in Figure III.5(b).

The flattened example from Figure III.4 is shown in Figure III.6. The resulting flattened

interferogram shows fringes which relate only to the topography variation.

III.3.4 Interferogram filtering

Throughout the interferometric process, the operation of filtering takes place at two levels.

A priori filtering is applied to the original SAR data, before interferogram generation

and a posteriori filtering is applied after the interferogram has been formed. Many a

posteriori filters have been proposed to enhance the quality of the interferogram. The

most commonly used filter is the boxcar filter applied in the complex phase plane. Other

filters, such as the median filter [32] and the two dimensional (2-D) Gaussian filter [33],

have also been applied. All these filters do not adapt to local noise level variations.

Goldstein filter

Goldstein and Werner [6] proposed an adaptive interferogram filter given by

H(u, v) = S{Z(u, v)}β × Z(u, v) (III.11)
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where H(u, v) is the spectrum of the filtered interferogram, Z(u, v) is the Fourier trans-

form of a small interferogram patch, S{·} is a smoothing operator and (u, v) are spatial

frequencies. The filter parameter β is an arbitrarily chosen value between zero and one

and has the biggest impact on the filter performance. For β=0, no filtering occurs. How-

ever, for β=1, the filtering is significant but at the expense of the topographic details

preservation.

In [34], the filter is modified by making the parameter β dependent on the coherence γ

as follow

β = 1− γ (III.12)

The parameter γ is the mean value of the absolute coherence computed over the corre-

sponding patch on the coherence map (see Equation III.25).

This modification adapts the filter to the interferogram more effectively by preventing

the areas characterized by high coherence being overfiltered. On the other hand, it allows

stronger filtering on the areas with low coherence. An example of an interferogram filtered

using Goldstein filter is shown in Figure III.7. It can be seen that the effect of the phase

noise is highly reduced using this method.

Subspace projection based filtering

Recently, numerous studies have focused on SAR interferometric phase filtering via sub-

space projection [35]-[36]. In addition to the phase noise reduction benefits, subspace

projection based methods present the advantage of being robust in the presence of coreg-

istration errors. In [35], a joint subspace projection method has been proposed to estimate

the InSAR interferometric phase in the presence of large coregistration errors. In [37],

the generalized correlation steering vector is used to auto-coregister SAR images as well

as to reduce the interferometric phase noise. Subspace projection based methods use the

projection of the signal subspace onto the corresponding noise subspace, which is obtained

from the eigen-decomposition of the covariance matrix, to estimate the optimal interfer-

ometric phase value [35]-[36].

Assuming that the two SAR images are coregistered and the interferometric phase is

flattened, the complex data vector s(i) of a pixel pair i of the two SAR images can be

formulated as follows [37]

s(i) = [s1(i), s2(i)]
T = a(ϕi)� x(i) + n(i) (III.13)

35



Royal Military Academy III. SAR Interferometry

Figure III.7: Result of Goldstein filter: same interferogram as Figure III.6. Baseline:

B⊥ = 307 m → z2π= 15 m. The time delay between the two acquisitions is 4 days.

COSMO-SkyMedTM Product - ASI [2011] processed under license from ASI - Agenzia

Spaziale Italiana. All rights reserved.

where a(ϕi) = [1, ejϕi ]T is the steering vector of pixel i, superscript T denotes the vector

transpose operation, ϕi is the terrain interferometric phase to be estimated, � denotes

the Hadamard product, x = [x1(i), x2(i)]
T is the complex magnitude vector of the scene

reflectivity received by the satellites, and n(i) is the additive noise term.

The complex data vector s(i) can be modeled as a joint complex circular Gaussian random

vector with zero-mean and the corresponding covariance matrix Cs(i) is given by

Cs(i) = E{s(i)sH(i)} = a(ϕi)a
H(ϕi)� E{x(i)xH(i)}+ σ2

nI (III.14)

E{} denotes the statistical expectation, superscriptH denotes vector conjugate transpose,

σ2
n(i) is the noise power, and I is 2 × 2 identity matrix. Rs(i) = E{x(i)xH(i)} is called

the correlation matrix. Normally, when the SAR images are accurately coregistered,

the number of the principal eigenvalues of the covariance matrix Cs(i) is one. In this

situation, the dimensions of the signal subspace and the noise subspace are both one.
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Figure III.8: Formulation of joint spatial steering vector using a 3× 3 pixel pair window.

The eigen-decomposition of the covariance matrix Cs(i) follows:

Cs(i) = (λs + σ2
n)(a(ϕi)� βs)(a(ϕi)� βs)

H + σ2
nβnβ

H
n (III.15)

where λs and βs are the principal eigenvalue and the corresponding eigenvector of Rs(i)

respectively and βn is the noise eigenvector corresponding to the insignificant eigenvalue

of Cs(i). The eigenvectors βs and βn span two orthogonal subspaces, namely the signal

plus noise subspace and the noise only subspace. From III.15, the steering vector a(ϕi)

corresponding to the interferometric phase is orthogonal to the noise subspace βn, which is

the key idea of the MUSIC (MUltiple Signal Classification) method [38]. In this method,

the optimum estimate of the interferometric phase may be obtained by searching the value

of ϕ which maximizes the pseudospectrum (i.e. cost function) given by

J1 = 1/aH(ϕ)βnβ
H
n a(ϕ) (III.16)

In practice, Formulation III.13 is insufficient. It causes a misestimate of the noise

subspace βn. For that reason the specified pixel pair and its neighboring pixel pairs are

used to jointly perform the interferometric phase estimation . An example to formulate

the joint data vector js(i) is shown in Figure III.8 [37], where circles represent SAR image

pixels and (i) denotes the centric pixel pair whose interferometric phase is to be estimated.

As shown in Figure III.8, the joint data vector js(i) can be written:

js(i) = [s(i− 4)T , s(i− 3)T , . . . , s(i)T , . . . , s(i+ 4)T ]T (III.17)

The corresponding joint covariance matrix is given by

Cjs(i) = E{js(i)jHs (i)} = α(ϕ)αH(ϕ)�Rjs(i) + σ2
nI (III.18)
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where α(ϕ) = [aT (ϕi−4), a
T (ϕi−3), . . . , a

T (ϕi+4)]
T and Rjs(i) are referred to as the joint

steering vector and the joint correlation coefficient matrix of the pixel pair i, respectively.

Assuming that the neighboring pixels almost have identical terrain height [37], the joint

steering vector will be as

α(ϕ) = [1, ejϕi , 1, ejϕi , . . . , 1, ejϕi ]T (III.19)

The simplified steering vector of pixel i is denoted by aj(ϕi) = [1, ejϕi , . . . , 1, ejϕi ]T (18×1).

The present method can be summarized as follows. We first evaluate the (18 × 18)

joint covariance matrix Cjs(i), which is eigen-decomposed, giving 18 eigenvalues λi(i =

1, 2, . . . , 18) along with their associated eigenvectors βi (i = 1, 2, . . . , 18). The eigenvalues

are sorted from largest to smallest in order to divide the matrix β into the two subspaces:

β = [βsβn]. The noise subspace βn includes 18 − K eigenvectors (instead of one eigen-

vector in Equation III.15), where K is the number of the principal eigenvalues of the

matrix Cjs(i). When the SAR images are accurately coregistered K = 1. The MUSIC

pseudospectrum is given by

J2 = 1/ajH(ϕ)βnβ
H
n aj(ϕ) (III.20)

The optimal interferometric phase value is obtained by searching (with a step Δϕ) in the

phase interval [−π, π] the value of ϕ that maximizes the pseudospectrum III.20. To im-

prove the estimation accuracy for ϕ, the parameter Δϕ may be reduced but this increases

the computational cost.

Here we propose a fast and efficient technique based on polynomial rooting instead of

searching for peaks in the pseudospectrum III.16 (or III.20). The polynomial formulation

is commonly used for estimating direction of arrival of multiple signal sources [39]. Here

we propose the application of the method to the SAR interferometric phase estimation

problem.

By defining the following matrix

Q = βnβ
H
n =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

q1,1 q1,2 · · q1,18

q2,1 q2,2 · · q2,18

· ·
· ·

q18,1 q18,2 · · q18,18

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

(III.21)

The denominator in III.20 becomes

ajH(ϕ)Qaj(ϕ) = [1, z, . . . , 1, z]Q[1, z−1, . . . , 1, z−1]T (III.22)
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Figure III.9: Horizontal interferometric phase profiles.

where z = e−jϕi . We can cast Equation III.22 in the form of a polynomial whose coeffi-

cients are ci.

D(z) = c0 + c1z
−1 + c2z

−2 (III.23)

with ⎧⎪⎪⎨
⎪⎪⎩

c0 =
∑9

i,j=1 q2i−1,2j

c1 =
∑9

i,j=1 q2i−1,2j−1 +
∑9

i,j=1 q2i,2j

c2 =
∑9

i,j=1 q2i,2j−1

(III.24)

D(z) is a 2nd order polynomial which has two complex roots z1 and z2. The root zi =

|zi| exp(j arg[zi]) closest to the unit circle is selected and the interferometric phase is

evaluated as ϕ(i) = − arg[zi]. Compared to existing methods based on the minimization

of III.13 (or III.20), the proposed technique enjoys a substantially reduced computational

complexity and improves the estimation of the interferometric phase ϕ.

The key steps of the proposed method are summarized as follows. After the image pair

coregistration, the joint data vector is used to estimate the corresponding covariance

matrix which is eigen-decomposed to form the joint noise subspace. A second order

polynomial equation is solved and the root closest to the unit circle is selected. The

corresponding argument is the optimal InSAR interferometric phase. The effectiveness of

the method is verified using real SAR data. Figure III.9 depicts horizontal phase profiles

over same flat area. It can be seen that the Goldstein filter offers smooth interferometric

fringes, whereas the proposed method ensures topographic details preservation. For more

information about the proposed method, please refer to [40].
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Figure III.10: Result of the complex multilooking (by factor 2 in both range and azimuth

direction) followed by Goldstein filtering for the same interferogram as Figure III.7.

Complex multilooking

The complex multilooking during interferogram formation is considered as an "a priori"

filtering operation. Indeed, the multilooking operation is famous for being efficient to

reduce the speckle in SAR images but at the expense of the spatial resolution. Figure III.10

shows the obtained interferogram when using the complex multilooking. It can be clearly

seen that details about altitude contours are more visible in the interferogram, which is

of great importance for the phase unwrapping step (case of DEM generation). Obviously,

this quality improvement has a cost: it is done at the expense of the spatial resolution

which leads to the loss of details when detecting subtle changes.

III.4 InSAR coherence and decorrelation sources

The complex cross correlation coefficient is an important by-product of the interferogram

formation. It is estimated as [31]:

γ = |γ|ejφ =

∑N
i=1 s1,i s

∗
2,i√∑N

i=1 |s1,i|2
∑N

i=1 |s2,i|2
(III.25)
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Here, the coherence |γ| (magnitude of the complex cross correlation coefficient) measures

the average correlation between two corresponding images s1 and s2 over a N -pixel local

area in the scene and encodes the degree of scene similarity as a value in the range [0, 1].

It basically gives an evaluation of the reliability of the interferometric phase, and is used

in the unwrapping process as a quality index of the pixel. In repeat pass interferometry,

the coherence is mainly degraded by the acquisition geometry parameters, and by the

target itself. Indeed, the coherence may be expressed as the product of a number of

contributions [8]:

|γ| = γSNR γproc γbase γvol γtemp (III.26)

• γSNR is determined by the relative backscatter signal to radar receiver noise ratio

in the interferometric image pair.

• γproc is the decorrelation related to mismatch between primary and repeat-pass

imagery.

• γbase is the baseline decorrelation, which is related to the different look angles of the

two SAR acquisitions, and leads to a critical baseline, above which the interfero-

metric phase is pure noise. For ERS, assuming flat terrain, the critical baseline is

about 1150 m.

• γvol is the volumetric decorrelation, which is caused by penetration of the radar

wave through the scattering medium(e.g., vegetation and forest). It depends highly

on the radar wavelength and the dielectric constant [8].

• γtemp is the decorrelation caused by temporal changes in the land surface. It is due

to geometrical or electrical changes in the properties of the surface, as a function

of time between the acquisitions. These changes may be caused by moving parts of

vegetation, erosion on the land surface, or Man-made activities. Temporal decorre-

lation is highly dependent on the operating frequency of the radar [8]. InSAR data

acquired with longer wavelengths, for example L-band, exhibits a lower temporal

decorrelation than those acquired in X-band.

If the repeat-pass imaging geometry is carefully designed and if the interferometric pro-

cessing steps are performed correctly, it is possible to achieve γSNR γproc γbase � 1 [5]. In

this case, the estimated coherence will reflect the underlying true scene coherence. Man-

made scene disturbance may be detected as areas of low coherence against undisturbed
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Figure III.11: Schematic representation of the different steps used for coherence evaluation

in case of a CCD application.

areas that are characterized by high values of coherence [5].

In CCD, the detection of subtle surface changes requires great attention during coherence

evaluation and analysis process. In fact, it is of great importance to get high coherence

contrast between the changed and unchanged areas. For this reason, the coherence must

be evaluated by using the following modified formula

γ′ =
∑N

i=1 |s1,i| |s2,i|ejφk√∑N
i=1 |s1,i|2

∑N
i=1 |s2,i|2

(III.27)

As shown in Figure III.11, the coherence is evaluated by using the filtered interferometric

phase instead of the original interferogram. This means that the contribution of the

orbital fringes and the interferogram noise are eliminated before coherence evaluation.

Figure III.12 depicts the coherence image that corresponds to the filtered interferogram

of Figure III.7. The coherence map is obtained from the image pair using a N = 3 × 3

sliding estimation window. Light-colored pixels represent values of γ near 1, while dark

pixels represent values near 0. The selection of the case study was based on the availability

of the high resolution CSK SAR data with an area composed of different types of soil. The

agricultural fields, that are established on a lava emitted by the Niragongo volcano near

Goma, preserve the coherence (light-colored surface). In this area, we can also distinguish

roads and some cultivated parcels which are characterized by low coherence (dark-colored

pixels). The rest of the scene is globally composed of vegetated fields. In this case the

coherence is affected by the volumetric decorrelation, what makes the coherence low.

This is due to the unstable individual leaves that comprise the composite response of

each pixel, effectively randomizing the pixel reflectivity phase between the two passes.

The interpretation of the coherence was validated using high resolution image of Google

Earth. Through the present case study, we can conclude that the coherence faithfully
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Figure III.12: Sample coherence evaluated over the repeat-pass image pair using N =

3 × 3 pixel spatial estimation window: same area as Figure III.6. Light-colored pixels

represent values of InSAR coherence near 1, while dark pixels represent values near 0.

(1) Undisturbed parcels characterized by high coherence values, (2) Cultivated parcel

with low coherence values, and (3) Natural vegetated area that is affected by volumetric

decorrelation. COSMO-SkyMedTM Product - ASI [2011] processed under license from

ASI - Agenzia Spaziale Italiana. All rights reserved.

measures any changes that occur on the ground surface even if the two SAR intensity

images appear identical to the eye.

III.5 Interferometric phase components

Recall that the expression of the interferometric phase given by Equation III.9 was ob-

tained under the assumption that the scattering mechanism is identical in the two images.

In repeat pass configuration, and due to the time delay between the two acquisitions, the

flattened interferometric phase contains additional terms as follow [26]:

φ = φtopo +Δφprop +Δφscat +ΔφδR (III.28)
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where:

• φtopo
∼= 4π

λ
B⊥

R sin θ
z is the topographic term [41].

• Δφprop is a possible delay difference due to ionospheric and tropospheric propagation

conditions [29]. Tropospheric water vapor and rain cells are dominant sources for

this phase error.

• Δφscat represents the influence of any change in scattering behavior. It may be a

deterministic phase offset (i.e. change in dielectric constant) or a random phase (i.e.

temporal decorrelation).

• ΔφδR represents a possible displacement of the scatterers between the observations.

ΔR is the projection of the displacement vector along the line-of-sight direction. In

X-band (λ = 3 cm), one fringe (2π) in the differential interferogram represents a

displacement δR of λ/2 (1.5 cm).

In each interferometry application, we are interested in one of the interferometric phase

components. For DEM generation, the first term φtopo is isolated when the other terms

are minimised. In CCD application, the term Δφscat is of interest whose variability is

measured by the coherence. In Differential-InSAR application, the last term ΔφδR is

extracted by eliminating the topographic contribution. Typically, the topography-related

phase term is calculated from an external coarse DEM or from a second interferogram

(three-pass). Therefore, while in the topographic applications the height corresponding

to a phase cycle is dependent on the normal baseline, for a deformation interferogram

a fringe corresponds always to the same amount of deformations, equal to half the used

wavelength. The main limitation of the classical D-InSAR is that the interferogram can

be corrupted by atmospheric artifacts [2]. Recently, some advanced techniques have been

developed which use stacks of images (more than 10) to reduce the atmospheric artifacts.

We can cite the two most well known techniques, namely Permanent Scatterers (PS) [42]

and Small Baseline Subset (SBAS) [43]. However, the availability of the stacks of SAR

images is not evident especially for the case of high-resolution data.

As said before, a pair of SAR images characterized by a small normal baseline reduces the

effect of the relief, and in some uncommon situation it is possible to visually distinguish all

of the various terms of the interferogram. As depicted in Figure III.13-a, the interferogram

(flattened and filtered) shows clearly the fringes related to the displacement of the floating

barge (shown previously in Figure II.13), in addition to the topographic fringes and the
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(a) (b)

Figure III.13: Interferometric products of Zeebrugge port obtained using two CSK SAR

images: covering same area as in Figure II.13. Baseline: B⊥= 22 m → z2π= 231 m. (a)

Interferometric phase: (1) Topographic fringe of the port quay, (2) Phase change corre-

sponding to the sea area, and (3) Displacement fringes of the floating barge. (b) Coherence

image obtained by N = 5× 5 pixel spatial estimation window.

phase related to surface change (sea area). The reason of the visual identification between

the two types of the fringes is that they are not of the same order. Indeed the altitude

of ambiguity (topographic fringe) of the interferogram is about z2π= 231 m while the

displacement fringe is about δR = 1.5 cm. Since the floating barge is attached to the

port, only the vertical movement is possible which is due to the variation of the tide

level. Indeed, the barge coherence (see Figure III.13-b) is preserved over the two SAR

acquisitions and about four fringes (δR =6 cm) can be measured on the interferogram.

III.6 Limitation of SAR interferometry

Repeat-pass SAR interferometry is mainly feasible from L-band to X-band. Below L-band,

ionospheric signal will deteriorate the observations and above X-band the instrument is

too sensitive to weather conditions. SAR interferometry only works under coherent con-

ditions, for which the received reflections are correlated between the two SAR images.

obviously, this is the most important condition for interferometry. Ideally, the interfero-

metric phase would be related to the topography of the scene. Unfortunately this is not
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true and the phase will be erroneous, probably due to a number of sources including (but

not limited to): speckle noise, atmospheric artifacts, temporal decorrelation, geometric

decorrelation and orbital inaccuracies.

As said before, the effect of some sources of decorrelation, e.g., as introduced by the

alignment and interpolation of the images, can be reduced by using well-designed filtering

procedures. Other sources of decorrelation are more significant and non-reversible [29].

The "pixel size limit" restricts the spatial extent of an observable movement to values

much larger than the dimension of a focused radar pixel. Due to the limited bandwidth,

a phase gradient larger than cycles/pixel (approximately 0.822 for ERS) results a com-

plete loss of correlation [26]. In practice, abrupt changes in topography, such as volcanic

eruptions, can exceed this limit.

Other limitations in the interpretation of interferometry depend on the application of the

products. For example, for DEM generation, micro-topography may have to be consid-

ered. Within each resolution cell the actual height may vary considerably, for example in

the case of buildings depend on the dominant scatterers within the resolution cell, e.g.,

a roof top. In layover areas, scattering from various separated locations may contribute

to the phase observation, leading to an ambiguity that cannot be solved. For areas that

lack significant return signal (low backscatter areas, i.e., due to specular reflection) the

phasors are too short to provide a useful phase observation. Finally, strong scatterers

may create significant sidelobes in the interferogram. These sidelobes can contaminate

significantly the phase observations in the neighboring resolution cells , which can result

in an erroneous interpretation of these phase values [29].

III.7 Summery

The principle of SAR interferometry (InSAR) has been introduced, together with various

applications and the processing steps used to generate the interferogram. Particular

attention has been given to the phase filtering, which is of great importance for the success

of all InSAR processing. The subspace projection based filter is presented, together with

our contribution in the improvement of the phase estimation. The InSAR coherence

has been introduced together with the different decorrelation sources. Several examples

obtained with high resolution SAR data have been given and discussed. Finally, some

limitations of the InSAR technique have been highlighted.
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INSAR COHERENCE ESTIMATION
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IV.1 Introduction

In repeat-pass configuration, the two SAR images are taken at different times, and the

coherence reveals various decorrelations. An analysis of the sources of decorrelation in

interferometric radar echoes may be found in [8]. The observed coherence is influenced

by different factors, which depend both on sensor geometry and target characteristics.

As said in Chapter III, if the interferometric processing steps are performed correctly,

the InSAR coherence may reflect the true scene coherence over the repeat-pass interval.

The InSAR coherence is useful in giving information about the man-made activities, but

unfortunately the coherence estimator is biased [15], which complicates the coherence map

analysis and interpretation.

This chapter introduces the concept of the InSAR coherence estimation. The statistical

modeling of decorrelation is presented. It is shown that the sample coherence estimator

is biased, especially for low-coherence values. The coherence estimation performance are

studied using high resolution SAR images. Focus is given to the influence of the SAR

speckle and the number of samples used to estimate the coherence, which are the two

most determinant parameters that limit the CCD performance.

IV.2 Statistical modeling of decorrelation

In the following paragraph, we present the statistical modeling first of single image, and

then of the interferometric process as the combination of two such images. Finally, the

statistical description of the coherence bias is described.

IV.2.1 Complex PDF SAR resolution cell

The response of the resolution cell on earth to the arriving radar pulse is strongly depen-

dent on the scattering mechanisms involved. For SAR systems where size of the resolution

cell is many times larger that the radar wavelength, many terrain elements or scatterers

contribute to the response of the resolution cell [24]. The measured reflection is therefore

the sum of many scatterers responses, see Figure IV.1. Let us assume the following [24]:

1. No single scatterer dominates the others in a resolution cell.

2. The phase of every individual scatterer is uniformly distributed between −π and π.
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(a) (b) (c)

Figure IV.1: Summation of scatterers responses within a resolution cell k. (a) The distri-

bution of N individual scatterers within a resolution cell. (b) All scatterers translated to

the same origin. (c) The sum of all scatterers. The bold arrow indicates the sum, which

is the complex observable sk.

3. The scatterers have phase and amplitude statistically independent (uncorrelated)

from each other.

Using these assumptions, it is possible to apply the central limit theorem, which defines the

observations sk as zero mean complex circular Gaussian random variables. The probability

density function (pdf) of s (or the joint pdf of its real and imaginary component) is written

as [29]:

pdf(s) = pdf(Re{s}, Im{s}) = 1

2πσ2
exp(−(Re{s})2 + (Im{s})2

2σ2
) (IV.1)

where

σ2 = σ2
s = σ2

Re{s} = σ2
Im{s} (IV.2)

is the mean backscatter power of the scene.

Equation IV.1 can be expressed in terms of amplitude a and phase ψ by the following

relations:

Re{s} = a cos(ψ) Im{s} = a sin(ψ) (IV.3)

Since the Jacobian determinant of this transformation is a, the pdf takes the form:

pdf(a, ψ) =

⎧⎨
⎩

a
2πσ2 exp(− a2

2σ2 ) for a ≥ 0 and − π ≤ ψ ≤ π

0 otherwise.
(IV.4)
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The marginal pdf for the magnitude a is obtained by integrating ψ out, between −π
and π. This yields

pdf(a) =

⎧⎨
⎩

a
σ2 exp(− a2

2σ2 ) for a ≥ 0

0 otherwise.
(IV.5)

Equation IV.5 is the Rayleigh distribution [29]. The marginal pdf for the phase ψ is found

by integrating IV.4 over a , between 0 and ∞:

pdf(ψ) =

⎧⎨
⎩

1
2π

for − π ≤ ψ ≤ π

0 otherwise.
(IV.6)

Equation IV.6 describes a uniform distribution. This explains why the phase from only

one SAR image does not bear any useful information. From IV.4, IV.5, and IV.6 it follows

that a and ψ are uncorrelated, since

pdf(a, ψ) = pdf(a) pdf(ψ) (IV.7)

The pixel intensity variation for a distributed scene, expressed by the exponential pdf,

is known as speckle. Assuming ergodicity, averaging of resolution cells is often applied

to reduce the effect of speckle. As a result the pdf of the intensity value of N averaged

resolution cells can be described by a χ2-distribution pdf with 2N degrees of freedom [24]:

pdf(I2N) =
IN−1

(2σ2)NΓ(N)
exp(− I

2σ2
) (IV.8)

Note that for N = 1 this equal to the exponential pdf, while N → ∞ it equals a Gaussian

pdf.

IV.2.2 Complex PDF interferometric resolution cell

The behavior of a single SAR resolution cell, under the assumption of a distributed

scattering mechanism, was described by circular Gaussian statistics. Although the pdf of

the phase has a uniform distribution, the phase of the complex product of two circular

Gaussian signals is not necessarily uniform, as long as the two signals have some

degree of correlation [26]. The joint pdf of two circular Gaussian signals s1 and s2, with

E{s1}=E{s2} = 0 and E{s21}=E{s22} can be written as [24]:

pdf{s1, s2} =
1

π2|Cs| exp{−[s∗1, s
∗
2]C

−1
s

⎡
⎣ s1

s2

⎤
⎦} (IV.9)
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where Cs is the complex covariance matrix, defined by

Cs = E{
⎡
⎣ s1

s2

⎤
⎦ [s∗1, s

∗
2]} =

⎡
⎣ E{|s1|2} γ

√
E{|s1|2}E{|s2|2}

γ∗
√
E{|s1|2}E{|s2|2} E{|s2|2}

⎤
⎦ (IV.10)

and its determinant is given by

|Cs| = E{|s1|2}E{|s2|2}(1− |γ|2) (IV.11)

The complex coherence (or normalized complex correlation coefficient) γ is defined as [15]

γ =
E{s1s∗2}√

E{|s1|2}E{|s2|2}
(IV.12)

where E{.} denotes the expectation (ensemble average). From Equation IV.12, γ repre-

sents simply the average of the cross multiplication of the two complex signals normalized

by square root of the products of the individual signal powers.

IV.2.3 Coherence estimation bias

In practical situations, the phase observations of a uniform region is assumed to be sta-

tionary. Under the assumption of ergodicity, it is possible to estimate the expectation

in Equation IV.12 with the spatial average, obtained over a limited area surrounding the

pixel of interest. This assumption is used to obtain the maximum likelihood estimator,

given by Equation III.25, of γ over an estimation window of N pixels [41]. As shown

previously in Chapter III the magnitude |γ|, i. e. the coherence, is a measure of the inter-

ferometric phase variability. Rodriguez and Martin [41] also showed that the maximum

likelihood estimator of the interferometric phase, for distributed scattering mechanisms

(constant phase), is given by

φ̂ = φ0 = arctan

(
Im
∑N

i=1 s1,i s
∗
2,i

Re
∑N

i=1 s1,i s
∗
2,i

)
. (IV.13)

which is unbiased modulo 2π. The probability density function for the estimated phase

is complicated. Joughin and Winebrenner [44] found an equivalent expression, using a

hyper-geometric function:

pdf(φ̂, N) =
Γ(N + 1/2)(1− |γ|2)N |γ| cos(φ̂− φ0)

2
√
πΓ(N)(1− |γ|2 cos2(φ̂− φ0))N+1/2

+
(1− |γ|2)N

2π
× 2F1(N, 1; 1/2; |γ|2 cos2(φ̂−φ0))

(IV.14)

where Γ is the Gamma function and nFm is the hyper-geometric function [29].

The pdf of the phase for different number of samples is shown in Figure IV.2-(a), where
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(a) (b)

Figure IV.2: Probability density function for different number of looks of: (a) interfero-

metric phase. (b) Coherence (φ0 is assumed to be zero and |γ| = 0.5).

coherence value of 0.5 has been assumed. As can be seen in the figure, with increasing num-

ber of looks the distribution becomes narrower (better estimation). As for the coherence,

the probability density function of its estimated value, represented in Figure IV.2-(b),

takes the form [15]:

pdf(|γ̂|, N) = 2(N − 1)(1− |γ|2)N |γ̂|(1− |γ̂|2)N−2 × 2F1(N, N ; 1; |γ|2|γ̂|2) (IV.15)

The mean value is given by [15]:

E{|γ̂|} =
Γ(N)Γ(3/2)

Γ(N + 1/2)
× 3F2(3/2, N, N ; N + 1/2, 1; |γ̂|2)× (1− |γ̂|2)N (IV.16)

As already mentioned in Chapter III, the coherence estimator is biased. The bias affects

particularly the lower coherence values, as shown in Figure IV.3, and decreases for in-

creasing number of samples N . For example, for N = 10, the coherence is significantly

over estimated for |γ| ≤ 0.4. The variance of the coherence magnitude estimator is

derived from Equation IV.15 as well:

σ2
|γ̂| =

Γ(N)Γ(2)

Γ(N + 1)
× 3F2(2, N, N ; N + 1, 1; |γ̂|2)× (1− |γ̂|2)N − E{γ̂}2 (IV.17)

The Cramer-Rao bound, which is a lower bound for the variance (assuming unbiased

estimation) is defined as

CRB|γ̂| =
(1− |γ|2)2

2N
≤ σ2

|γ̂| (IV.18)
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Figure IV.3: Bias of the coherence estimate for different values of N .

Touzi et al. [15] propose different methods to reduce the coherence bias. The first method

namely space averaged coherence samples is efficient particularly using high resolution

SAR data, and will be discussed in Chapter V. The second method is based on the

inversion of the Equation IV.16 which is only possible when the variance σ2
|γ̂| is low or

when N is sufficiently large.

IV.3 InSAR coherence and decorrelation sources

IV.3.1 Decorrelation sources

The observed coherence depends not only on target properties but also on geometric

relations between the two acquisitions and on radar thermal noise. The coherence may

be expressed mainly as the product of the dominant contributions [8]:

γ = γSNRγgeomγtemp (IV.19)

• The component γSNR is the relative backscatter signal to radar receiver noise ratio

(SNR) in the interferometric image pair,

• γgeom is the geometric decorrelation that is mostly related to the satellite tracks

separation, and

• γtemp is the temporal decorrelation caused by changes in the land surface, e.g., man-

made objects, vegetation change or ploughing. It is the dominant factor in the

repeat pass configuration.
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Thermal decorrelation

Using the correlation model of Zebker and Villasenor [8], we model the radar echoes

as consisting of correlated part c common to the both images and also of noise parts

n1, and n2

s1 = c+ n1 s2 = c+ n2 (IV.20)

where the noise terms may be due to the radar thermal noise, or coregistration errors

or any artifacts present in the signals. The thermal decorrelation γSNR, which ranges

between 0 and 1, can be equivalently described as a function of signal to noise ratio

(SNR)

γSNR =
SNR

SNR + 1
(IV.21)

Generally in the absence of temporal changes, the signal is significantly stronger than the

noise (high values of SNR). There are, however, several common situations where the

signal is weak. One situation is when the area is a smooth surface that reflects the radar

energy away with little backscatter. Bodies of water, asphalt roads, and building roofs

are such areas. Another situation is in areas of shadow. Areas of low SNR show up as

dark areas in a SAR image intensity. Obviously, if the SNR is too low, it is not possible

to detect changes or generating the DEM. In this thesis, the problem of low SNR will be

addressed later as a problem of change classification (Chapter VI).

Geometric decorrelation

Geometric (spatial baseline) decorrelation is a result of a difference in the angle of inci-

dence between the two sensors at the earth’s surface [45]. There are two ways to estimate

the spatial decorrelation. One way is by using a range spectral filter [45], and the other

way is by using the following model [8].

We define B⊥,crit as the baseline causing a spectral shift equal to the signal bandwidth B.

It is a function of the wavelength λ, the incidence angle θ and the terrain slope ξ [8]

B⊥,crit = λ(B/c)R tan(θ − ξ) (IV.22)

The geometric decorrelation can be simply defined as

γgeom =

⎧⎨
⎩ 1− B⊥

B⊥,crit
, |B⊥| ≤ B⊥,crit

0, |B⊥| > B⊥,crit

(IV.23)

For a flat terrain, the ERS critical baseline is approximately 1.1 km. A rectangular spec-

trum was assumed in this derivation. In mountainous area, high values of the topographic
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slope ξ, the geometric decorrelation is significant and must be eliminated as in [46] to iso-

late only the temporal component of interest.

Temporal decorrelation

Temporal decorrelation include both the natural surface changes and the man-made

changes. The natural surface changes, also known as volumetric decorrelation, increases

with the amount of vegetation cover because the scatterers on the plants change with time.

CCD often seeks to isolate only the man-made changes, which can be caused by walking

across grass, driving over a gravel road, cultivating parcels,...etc. Man-made objects, such

as moved vehicles or containers, cause also decorrelation in the coherence image. For

flat areas, and through an appropriate interferometric processing, it is possible to achieve

γSNRγgeom � 1 [5]. In this case, the coherence γ will only measure the temporal changes

γtemp of the imaged scene.

In order to distinguish between the changed and unchanged pixels in the scene, the CCD

map can be easily obtained by a simple thresholding of the coherence image. The natural

changes, caused by the vegetation, introduce undesired decorrelation in the scene creating

false CCD targets. High coherence values are generally obtained for areas without lush

vegetation (i.e., arid areas or polar areas). Especially for vegetated areas longer wave-

length radar data, for instance L-band, are preferred over C-band or X-band data, since

these instruments are less sensitive to small changes in the scattering characteristics.

CCD at X-band is, on the one hand, difficult because that many of the decorrelation

sources (geometric, volumetric) are inversely proportional to the wavelength. While using

high resolution SAR data, more advanced algorithms of image coregistration and filter-

ing are then required to reduce as possible thermal decorrelation. On the other hand,

X-band presents the advantage of being sensitive to smaller man-made changes in the

scene because of the smaller wavelength. A general rule is that a change of 0.2 times the

wavelength will cause complete decorrelation [4]. X-band is therefore sensitive to changes

on the order of several millimeters versus several centimeters for L-band. Finally, we

can conclude that the CCD with high resolution SAR X-band data, and with a short

revising time, can be considered as the most interesting technology to detect and monitor

accurately the man-made activities over a large flat area.
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IV.3.2 Phase corrected coherence

The coherence as determined using Equation III.25 (or III.27) is affected by interferometric

phase variation due to (i) noise in the data and/or to (ii) systematic phase variation within

the coherence estimation window. The systematic phase variation (known also as local

phase slope) is a result of effective path variations over the scene, which can mainly be

attributed to the terrain topography. For this reason, the local phase slope needs to be

corrected in mountainous areas. This is to avoid the coherence misestimation due to the

phase rotation within the estimation window. This necessitates an adapted definition of

the coherence, the phase-corrected coherence γ̂PC defined as [47]:

γ̂PC =
|∑N

i=1 s1,i s
∗
2,i exp(−jφi

sys)|√∑N
i=1 |s1,i|2

∑N
i=1 |s2,i|2

(IV.24)

where φsys is the systematic phase component for each pixel.

The local phase slope can be compensated by using an external DEM or by using the

Local Fringe Frequency (LFF) components [48].

By processing various high resolution SAR images over flat areas, it is found that the

LFF components represent also useful parameters in the CCD map improvement (more

details about LFF estimation will be given in Chapter V).

IV.4 Coherence of high resolution SAR images

As showed previously, the sample coherence estimator is biased particularly for low-

coherence values. The bias decreases when the number N of samples increases. In the

following paragraphs, we illustrate the difficulty of using InSAR coherence for the CCD

application.

IV.4.1 Influence of the SAR speckle in InSAR coherence

In order to study the effect of the SAR speckle on the coherence estimation, it is interesting

to investigate the influence of the complex multilooking (see Chapter III) during the

interferometric process. In fact, the multilooking operation is famous for being efficient

to reduce the speckle in SAR images but only at the expense of spatial resolution.

As presented in Figure IV.4, we propose in this section to study the impact of speckle

reduction before coherence estimation when the complex multilooking operation is used.
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Figure IV.4: Schematic diagram for studying the influence of the SAR speckle on coher-

ence estimation. N is the number of samples used for the coherence estimation. Lr and

La are the multilooking factors respectively in range and azimuth direction.

The area of interest, showed in Figure IV.5, concerns flat agricultural fields that are

established on a laved emitted by the Niragongo volcano near Goma city. Figure IV.5-

(a) shows the filtered interferometric phase, obtained without complex multilooking (full

resolution processing). For areas without surface activity, as in Figure IV.5(a)-1, the

interferometric phase mainly consists of the topographic information with quite steady

values. For a cultivated area as in Figure IV.5-2, and for the natural vegetated areas as

in Figure IV.5-3, the interferometric phase is characterized by random values.

As shown in Figure IV.5-(b), the use of SAR complex multilooking of only 4 samples

during the interferometric process, highly improves the estimation of the different phase

components. It can be clearly seen that details about altitude contours in Figure IV.5(b)

are now clearly visible, which is of great importance for the phase unwrapping step (case

of the DEM generation). The situation in which the multilooking factor is equal to 4 is

often encountered when medium resolution images (ERS, ALOS, Envisat) are used, and

then a similar phase quality improvement as in Figure IV.5(b) is achieved. Obviously,

when using high resolution SAR data, the phase quality improvement has a cost; it is

at the expense of the spatial resolution which leads to the loss of details when detecting

changes as in Figure IV.5(b)-2.

Figure IV.5-(c) depicts the coherence image that corresponds to the interferometric phase

of Figure IV.5-(a). The coherence map is estimated with N = 3 × 3 sliding estimation

window. Light-colored pixels represent values of the coherence near 1, while dark pixels

represent values near 0. The uncultivated agricultural fields, as in Figure IV.5(c)-1, pre-

serve the coherence (light-colored surface). The roads that delimitate the parcels and the
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(a) (b)

(c) (d)

Figure IV.5: Influence of the complex multilooking operation into the interferometric

products. (a) Interferometric phase obtained without complex multilooking. (b) Inter-

ferometric phase obtained with a complex multilooking factor of 2 (both in range and

azimuth directions). (c) Coherence image obtained without complex multilooking. (d)

Coherence image obtained with a complex multilooking factor of 2 (both in range and

azimuth directions).

cultivated parcel as in Figure IV.5(c)-2 are characterized by low coherence (dark-colored

pixels). The rest of the scene is affected by the volume decorrelation caused by the foliage

as in Figure IV.5(c)-3, what makes the coherence low. Figure IV.5-(d) depicts the coher-

ence image corresponding to the interferometric phase of Figure IV.5-(b). The coherence

58



Royal Military Academy IV. InSAR Coherence Estimation

(a) (b)

Figure IV.6: Coherence histograms evaluated for different values of N . (a) Coherence of

changed and unchanged areas obtained without complex multilooking. (b) Coherence of

changed and unchanged areas obtained using complex multilooking.

map of Figure IV.5-(d) represents more faithfully the real scene coherence but at expense

of the spatial details preservation, which is required in the CCD application. Results

of Figure IV.5 show clearly the difficulty of using the interferometric products without

reducing speckle in SAR data.

IV.4.2 Influence of the number of samples N

In this section, we are interested by the significance of the number of samples N on the

coherence estimation when high resolution SAR images are used. It consists in studying

the coherence behaviour in two specific areas, which are the cultivated parcel of Fig-

ure IV.5(c)-2 and undisturbed parcel of Figure IV.5(c)-1.

Figure IV.6-(a) depicts histograms of coherence images evaluated for different number N

of samples. The presence of a lot of highly coherent pixels can be seen inside the changed

area (light-colored pixels inside the cultivated parcel in Figure IV.5(c)-2). In CCD ap-

plication, these highly coherent pixels inside changed areas are considered as outliers and

must be discarded. According to Figure IV.6-(a), the coherence evaluated using N = 5×5

represents more faithfully the coherence of the changed area than the coherence evalu-

ated by N = 3 × 3, as there are less highly coherent samples inside the changed area.

The coherence mean value of the selected changed area is about 0.24 with N = 5 × 5

against 0.43 for N = 3 × 3. It is important to point out that the coherence histograms

of the changed area correspond to the same selected area, as in Figure IV.5(c)-2, and
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the discrepancy in the results is only due to the increasing number N of samples. On

the contrary, in case of the unchanged area as in Figure IV.5(c)-1, the coherence mean

value is practically not affected by increasing the number N of samples. According to

Figure IV.6-(a), the coherence mean value of the unchanged area is about 0.82 for both

N = 3 × 3 and 5 × 5, which may be explained by the fact that the coherence estimate

is particularly biased for the low coherence values. Figure IV.6-(b) shows that the use

of the complex multilooking of the SAR images leads to a better separation between the

changed and unchanged areas, but at the expense of the spatial resolution.

The results of Figure IV.6, similar to those in [15], show the necessity to increase the

number of samples to obtain a good separation between coherence values of the changed

and unchanged areas. In CCD applications, the challenge consists in separating as much

as possible the changed and the unchanged pixels, using small window-size N and without

complex multilooking, to preserve subtle changes as much as possible.

In the rest of the thesis, the SAR interferometric processing is done in full resolution

with a small window-size of N = 3 × 3 pixels, corresponding approximately to an area

of 2.4×2.4 m2. According to Figure IV.6, this corresponds to the most unfavorable situ-

ation of bad separation between the changed and unchanged classes, thus an additional

processing step is necessary to improve the InSAR coherence map.

IV.5 Conclusion

In this chapter, the InSAR coherence estimation is investigated and particular attention

is paid to the coherence bias that affects the low coherence values. The theoretical study

shows that the bias is more pronounced in the low coherence areas and that the effect

of the bias can be reduced by increasing the number of samples used for estimating the

coherence. When high resolution SAR images are used, it has been demonstrated that the

cause of this bias, in addition to the presence of speckle in SAR data, is the appearance

of highly coherent pixels inside changed areas, which complicates the coherence analysis

and interpretation. In CCD applications, which require spatial details preservation, the

coherence must be evaluated in full resolution and with using low number of samples.

Unfortunately, this corresponds to the most unfavorable situation of bad separation be-

tween the changed and unchanged areas coherences. For that reason, it is interesting to

investigate in Chapter V methods that are able to improve the coherence map quality

without affecting spatial resolution.
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V.1 Introduction

In CCD, the coherence between two SAR images is evaluated and analyzed to detect

ground changes. The ultimate goal is to produce a binary map corresponding to two

classes: change and no change. As shown previously in Chapter IV, the sample coherence

estimator is biased, especially for low-coherence values. The cause of this bias, in addition

to the presence of speckle in SAR data, is the appearance of highly coherent pixels inside

changed areas. Within this context, the detection performance will considerably degrade,

particularly when using high resolution SAR data. In this study we did not interested in

reducing the SAR speckle via filtering (e.g. Lee, Frost, ..., etc.) as the existing filters act

only on the intensity of the SAR images.

A speckle based method has been proposed in [16] for InSAR coherence estimation. It

has been demonstrated that in case of low coherences, the stochastic behavior of the

Hermitian products [Equation III.25] is determined by a complex additive speckle noise

component. On the contrary, speckle in high coherence areas is determined by a multi-

plicative noise component. Various algorithms have been proposed in [16] to reduce the

effect of the coherence bias, but unfortunately these methods are inefficient when tested

on high resolution SAR data.

This chapter is dedicated to methods that permit improvement of the InSAR coherence

maps, while preserving detection of small size changes. In the first part of this chapter,

the change detection performance of the basic MLD method is investigated, and compared

to the Ordered Statistic (OS) and the Censored Mean Level Detector (CMLD) methods.

The second part of this chapter concerns the use of Local Fringe Frequencies (LFF), as a

second change indicator to better analyze the InSAR coherence image. Two LFF-based

methods are developed and tested on high resolution SAR data. A comparative study

highlights the advantages and the limitations of the proposed methods in various environ-

ment types. Finally, the enhanced method to build CCD maps is applied to earthquakes

damages assessment.

V.2 Coherent Change Detection

A simple threshold applied to the coherence image may be used to distinguish between the

changed and unchanged regions in the scene [5]. This detector offers low detection per-

formance which is due to the presence of highly coherent pixels inside changed areas (see
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Figure V.1: General scheme of the CCD map generation process.

Section V.3, more details are found in [49]). According to Figure IV.6, the results show

the necessity of increasing the number N of samples to obtain a good estimate of the

coherence, which leads to a better separation between changed and unchanged coherence

areas. But using high N values also causes the loss of spatial details in the coherence

image, hence the necessity to develop detection methods that improve the CCD map. In

this section we are interested in detection strategies with a structure given by the dia-

gram of Figure V.1. After InSAR coherence estimation, methods are applied for detection

performance improvement in order to obtain reliable CCD maps.

V.2.1 Mean Level Detector (MLD)

In order to improve the change detection performance, one can evaluate the average of

coherence samples over a M -pixel local area. This method was proposed by Touzi et al.

[15] to remove the coherence estimate bias:

z1 =
1

M

M∑
i=1

γi
H0

≷
H1

T1 (V.1)

where H0 is a realization of the null hypothesis (scene changes of interest absent) and H1

is the alternative hypothesis (scene changes of interest present). To make a decision, the

statistic z1 is compared to a threshold T1.

V.2.2 Ordered Statistic (OS) detector

The OS detector was initially proposed to deal with impulsive interference [50]. The

aim of using the OS detector is to reject some samples with high coherence value over a

M -pixel local area. The OS can be used to detect changes by evaluating the following

statistic:

z2 = γ′nos

H0

≷
H1

T2 (V.2)

where γ′1 ≤ γ′2 · ·· ≤ γ′M are the ordered sample coherence values over a M -pixel local area

and nos is the detector order. In order to make a decision, the statistic z2 is compared to
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a threshold T2. Note that nos determines the detection performance of the statistic z2.

V.2.3 Censored Mean Level Detector (CMLD)

The CMLD detector is based on the combination of the two statistics z1 and z2 [51]:

z3 =
1

k

k∑
i=1

γ′i
H0

≷
H1

T3 (V.3)

where k ∈ [1,M [ is the length of selected and ordered sample coherence over an M -pixel

local area. The statistic z3 is compared to a threshold T3 to decide whether the pixel

under test is made from hypothesis H0 or H1. Note that for k =M , z3 is identical to the

statistic z1.

V.2.4 Guard Cell (GC) to improve detection performance
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Figure V.2: Spatial correlation of the coherence samples.

In the present work, we have studied the spatial correlation of the coherence data

obtained for various CSK data. We have found that for a one pixel shift, the spatial

correlation is about 0.28 in the azimuthal direction and 0.72 in the range direction (see

Figure V.2).

In order to keep more details in the changed scene, our proposed methods are based on the

incorporation of guard cells (GC) only in the range direction. The evaluation of statistics

such as z1, z2 and z3 with GC means that the two pixels (cells) directly adjacent to the

pixel under test have been ignored (see Figure V.3(b)). In radar detection procedures,

GC is mostly used to enhance clutter power estimation [50].
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(a) (b)

Figure V.3: Moving window configurations. (a) Classical moving window. (b) Moving

window with incorporation, in range direction, of two guard cells directly adjacent to the

pixel under test.

V.3 Experimental evaluation of the ROC curves

In order to evaluate the quality of a change map independently of the choice of the

threshold level, the evolution of the detection probability (Pd) as a function of the false

alarm probability (Pfa) may be evaluated in the case where a set of constant thresholds are

applied to the whole image. These are the so-called Receiver Operating Characteristics

(ROC) and the plots Pd(Pfa) are called ROC curves.

To evaluate experimentally ROC curves, changed and unchanged areas have been selected

carefully as ground truth. The simple thresholding of the different statistics (z1, z2 and

z3) may be used to distinguish between the changed and unchanged regions in the scene.

For a given threshold T , the detection performance may be quantified by evaluating the

probability of detection Pd and the corresponding probability of false alarm Pfa [5]:

Pd =

∫ T

0

P (γ̂|γ = γchanged)dγ̂ (V.4)

Pfa =

∫ T

0

P (γ̂|γ = γunchanged)dγ̂ (V.5)

Let us now consider the detection performance of the detectors presented above. The

procedure used to estimate experimentally Pd and Pfa is based on Equations V.4 and

V.5. At first, the selection of the changed and unchanged areas must be done carefully.

The selected changed area (inside cultivated parcel in Figure III.12) is composed of Nc

65



Royal Military Academy V. InSAR Coherence Improvement

pixels and the selected unchanged area (as indicated in Figure III.12) is composed of Nu

pixels. The pixel under test is set in the middle of the moving window which is sliding to

scan all coherence data of the selected changed area. To evaluate the actual probability

of detection, we perform the test given by Equations V.1, V.2 or V.3. The actual Pd is

then given by the ratio of the total number of times the test exceeds the threshold and

the total number of pixels in the selected changed area (Nc). Similarly, the probability

of false alarm can be evaluated in the same way by using coherence data of the selected

unchanged area. The actual Pfa is then given by the ratio of the total number of times

the test exceeds the threshold and the total number data in the selected unchanged area

(Nu). In the present work, Nc = 110 × 115 and Nu = 61 × 40. Figure V.4 shows the

probability of false alarm versus threshold T plots obtained for several detectors. For

a given Pfa value, e.g. Pfa = 5 × 10−3 (see the horizontal line), each detector requires

distinct threshold value Ti to offer a probability of detection Pd.

A good detection technique is one offering the highest Pd, while using the same values of

N , M and Pfa.
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Figure V.4: Experimental probability of false alarm versus threshold T . M = 3 × 3,

nos = 5 and k = 5.

Figure V.5(a) shows the results obtained using MLD statistic with M = 1 × 1 (this

corresponds to the case of a simple thresholding operation with T = 0.556). This detector

offers only Pd = 0.734, and the CCD map is unusable. When increasing the window-size

M in the local area and for the same Pfa, the probability of detection increases. This is

presented in Figure V.5(b) with M = 3 × 3 and T = 0.656. In this case the MLD gives
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(a) (b)

(c) (d)

Figure V.5: Change detection results for Pfa = 5 × 10−3. (a) MLD change map with

M = 1×1, T = 0.556, and Pd = 0.734. (b) MLD change map with M = 3×3, T = 0.656,

and Pd = 0.958. (c) CMLD change map with M = 3 × 3, T = 0.603, k = 5, and

Pd = 0.968. (d) CMLD (with GC)change map for M = 3 × 3, T = 0.587, k = 5, and

Pd = 0.994.

Pd = 0.958. The increase of the probability of detection from Figures V.5(a) to V.5(b) is

clearly noticeable. These results match those obtained in [15], that is the spatial averaging

of coherence samples improves the estimation of coherence, especially of low values.

Figure V.5(c) shows the CMLD change map obtained with the following parameter values:

M = 3 × 3, k = 5 and T = 0.603. This detector provides Pd = 0.968, which is a value

larger than the ones obtained by the MLD and the OS detectors. Hence, the CMLD offers
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Figure V.6: Experimental ROC curves corresponding to coherence of Figure III.12. M =

3× 3, nos = 5 and k = 5.

the best performance. As shown in Figure V.5(d), the use of GC permits an additional

change detection improvement. In order to assess the validity of the studied detectors,

the detection performance is evaluated by computing the associated ROC curves, which

indicate, for a given detection threshold T , the probability Pd of detecting a changed

pixel and the corresponding probability Pfa of false alarm. The experimental detection

performance is shown in Figure V.6 and indicates that CMLD outperforms both MLD

and OS. This improvement in the probability of detection is significant for low probability

of false alarm (Pfa < 10−2). For high false alarm rates (10−2 < Pfa < 1), CMLD performs

as good as MLD and OS. These results show that the proposed detectors, which are based

on the incorporation of GC in the range direction, allow for an increase of nearly 4% in

detection probability at Pfa < 10−3. For more details please refer to [49]. Unfortunately,

these change detection improvements are achieved at the expense of a loss of the spatial

resolution in the corresponding CCD map.

V.4 Improving CCD performance by using LFF

As shown in Sections V.2 and V.3, a large number of samples N and a large window-size

M are needed to detect all the changes, which is obviously at the expense of the spatial
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details preservation. For that reason, another change information source is recommended

to better analyze InSAR coherence.

A careful analysis of the interferometric products, obtained with more than 10 high resolu-

tion SAR images, reveals that the interferometric phase of changed areas is characterized

by high Local Fringe Frequencies (LFF) values. For an unchanged areas (i.e. without sur-

face activity) the corresponding interferometric phase mainly consists of the topographic

information with quite steady values, i.e. low LFF values.

V.4.1 LFF estimation

With medium resolution SAR data, the LFF can be used in InSAR processing at different

stages, such as interferogram filtering and phase unwrapping [52]. In mountainous areas,

the LFF can be used for the local phase slope compensation during the coherence estima-

tion [48], and also as input to a speckle model in order to reduce the coherence bias [16].

In the present work, we use the LFF as a second information source to better analyze the

InSAR coherence in the context of change detection.

Using 2-D notation, the complex InSAR phase can be modeled by a first-order approxi-

mation as (for simplicity, noise is neglected) [48]:

ejφ(k,l) = ej[2π(kfx+lfy)] (V.6)

where fx and fy are the LFF components respectively in range and azimuth directions.

By assuming that the neighboring pixels have the almost identical terrain height, the

LFF components may be obtained by directly differentiating the interferometric phase for

measuring the change term of Equation III.28.

From Equation III.25, the interferometric phase φ(k, l) includes all the frequencies com-

ponents (fxi, fyi) that exist inside N -pixels local area. However, the measured interfero-

metric phase is heavily influenced by noise and differentiating it will increase the noise. In

order to avoid this drawback, the LFF estimation may be realized by the Maximum Like-

lihood (ML) method [52] or by the MUltiple SIgnal Classification (MUSIC) method [53].

To make use of the LFF, both in range and azimuth directions, we propose the following

change statistic:

z4 =
1√
2M

M∑
i=1

√
f 2
xi + f 2

yi ≷ T4 (V.7)

where z4 represents an estimation of the interferometric phase variability inside aM -pixels

local area, and T4 is the detection threshold.
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Figure V.7: Histograms of the statistic z4 in the selected changed and unchanged areas

of Figure III.12.

In a CCD application, the topographic information is not the main concern and the num-

ber of samples M is selected as small as possible to confer to z4 the measurement of only

ground changes. In the present work, the same window size (N =M = 3× 3) is selected

for both coherence and z4 estimation to preserve the spatial resolution of the data.

As shown in Figure V.7, that is obtained with the interferogram corresponding to the

coherence of Figure III.12, the highly coherent pixels inside the changed area are clearly

characterized by high LFF values. Here, the MUSIC method (see appendix A) is used

since its provides better LFF histograms separation than the ML method. Note that

the estimated LFF, over a small window-size, do not conflict with the real topography

particularly when using high resolution SAR data. This is because that LFF components

caused by ground changes are much higher than the fringe frequencies due to the topo-

graphic variation.

Various SAR image pairs have been used to evaluate LFF histograms for both changed

(cultivated parcels, sea area) and unchanged areas. It was observed that the location of

the histograms intersection does not change significantly. As a result, it is possible to set

the LFF threshold to T4 = 0.1 as shown in Figure V.7.
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Figure V.8: Scheme of the LFF-based cleaning method.

V.4.2 LFF-based cleaning method

In order to improve the CCD performance, the proposed method uses LFF (statistic z4)

as additional change information to clean the coherence image as presented in Figure V.8.

The cleaning coherence step consists in the elimination of only highly coherent pixels,

that are considered as aberrant values, inside changed areas. In case of z4 exceeding the

threshold T4, the corresponding coherence value is set to 0 (changed pixel). Otherwise,

in case of low LFF value, the coherence value remains unmodified. Finally, the cleaned

coherence is followed by the MLD detector for further detection performance improvement.

Figure V.9 depicts the ROC curves evaluated for several values of M . The ROC curve

corresponding to N = 3 × 3 and M = 1 offers the worst performances. Increasing the

number N of samples improves the detection performances. However, it also causes the

loss of subtle changes in the coherence image. Substantial improvements may be obtained

simply by space-averaging the coherence when using a window-size M = 3 × 3. The

LFF-based cleaning method offers a further improvement of about 6% of the detection

probability when the false alarm rate is set to Pfa = 10−3. The proposed method is

tested over agricultural fields, with cultivated parcels, and the CCD results are presented

in Figure V.10. It can be noticed that the result of simple thresholding method (M = 1)

of the coherence, see Figure V.10(a), is not usable (Pd = 0.64) due to the presence of a

large number of highly coherent pixels inside the changed areas. An enhancement of the

result is achieved by space-averaging coherence, see Figure V.10(b), by using a window

of size M = 3 × 3. In this case, the detection probability improves to Pd = 0.94 but

remains insufficient. The best result is obtained with the proposed method, as presented

in Figure V.10(c), with a detection probability Pd = 0.99. In this case, the highly coherent

pixels inside changed areas are mostly reduced (detection of almost all changes). The zoom

of the changed area, as presented in Figure V.10(d), clearly indicates that the proposed
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Figure V.9: Experimental ROC curves of the LFF-based cleaning method. Number of

samples N = 3× 3.

method outperform the existing method MLD. The method has been successfully tested

on another CSK image pair. The results show that the method also works in steep terrain.

The limitation of the method can be noted in some situations where the phase contribution

related to the topography is confined inside a window-size of 3× 3. The advantage of the

proposed method is that it allows an enhancement of about 6% in detection probability

with respect to the coherence space-averaging method. In addition, this improvement is

achieved by using only a small window size (N = 3 × 3 and M = 3 × 3) to preserve the

detection of subtle changes.

V.4.3 LFF-based adaptive method

The LFF-based cleaning method that eliminate aberrant values of the biased coherence

offers significant detection performance improvements but some isolated coherent targets

are also characterised by high LFF values and then cleaned. This method offers significant

detection performance improvement in cropped areas, surface water, but remains limited

for activity monitoring within e.g. harbour environment where unmoved targets (i.e.

vehicle, container) are also characterised by high LFF values.

Here, we propose an adaptive method for the coherence estimation based on the use of
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Figure V.10: CCD results for N = 3 × 3 and Pfa = 10−3. (a) MLD change map with

M = 1 and Pd = 0.64. (b) MLD change map with M = 3× 3 and Pd = 0.94. (c) Change

map with the LFF-based cleaning method, M = 3 × 3 and Pd = 0.99. (d) Zoom on a

cultivated parcel.

LFF to select the appropriate number of samples N . As depicted in Figure V.11, the

proposed method uses the LFF information to select the appropriate number of samples

Ni. The coherence of the pixel (i, j) is estimated using the number of samples N given

by ⎧⎨
⎩ N = N1 = 3× 3 if z4 ≤ T4

N = N2 = 5× 5 otherwise.
(V.8)

The method uses a large value of samples (N2) in changed areas to reduce the coherence

bias and a small value of samples (N1) is used in unchanged area to preserve the detection

of small size changes.

Figure. V.12 depicts the ROC curves evaluated for different values of N . We note that the
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Figure V.11: Scheme of the LFF-based adaptive method.
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Figure V.12: Experimental ROC curves of the two LFF-based methods.

use of adaptive N approaches the performance obtained by the use of fixed-size window

of N2 = 5× 5, although the adaptive method uses the two windows size (N1 = 3× 3 and

N2 = 5 × 5) with the same rate. We note that the LFF-based adaptive method allows
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N

Figure V.13: Optical image from Google Earth of the test site. The rectangle indicates

the area of interest corresponding to the SAR image sub-chip size of 1000× 1000 pixels.

detection improvement of 5 % with respect to the use of a fixed-size window of N1 = 3×3.

The LFF-based adaptive method provides less detection performance (of about 1 %) with

respect to the LFF-based cleaning method, but offers the great advantage of preserving

the small coherent targets. The same detection improvement are also obtained for other

well selected changed and unchanged areas.

To assess the validity of the proposed method, a pair of CSK images acquired over

Zeebrugge harbour have been selected. Figure V.13 shows the geographical area of the

test zone in Zeebrugge harbour. The imaged zone (indicated by the rectangle) consists of

a dock for cars and surrounded by the sea (upper part). Figure V.14 shows the coherence

map of the imaged area obtained with CSK acquisitions of 15 and 19 June, 2011. Light-

colored pixels represents values of coherence near 1, while dark pixels represent values

near 0. On the dock, areas with high coherence correspond to the absence of activity (e.g

unmoved vehicles in Figure V.14, 1). Places with low coherence corresponding to displaced

vehicles between the two acquisitions dates, are located e.g. in Figure V.14, 2. A typical

area with various changes is indicated in Figure V.14, 3 and enlarged in Figure V.15.

Figure V.15 compares two SAR intensity images (a-b) of the dock area and the CCD

results obtained with fixed-size window of N = 3 × 3 in Figure V.15 (c) and with the

proposed method in Figure V.15 (d). As in Figure V.8, a space-averaged coherence window
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Figure V.14: Coherence map of the Zeebrugge harbour. Sub-set size of 1000×1000 pixels,

and N = 3 × 3. COSMO-SkyMedTM Product-ASI [2011] processed under license from

ASI-Agenzia Spaziale Italiana. All rights reserved.

of M = 3 × 3 is used for further coherence bias reduction. The CCD maps are obtained

using detection thresholds (T ) that correspond to the same false alarm value Pfa = 10−3

as in Figure V.12. In Figure V.15 (c), the use of fixed-size window of N1 = 3× 3 reveals

various changes (black colored pixels) but in the changed areas, like in the sea, some pixels

are still classified unchanged (white colored pixels). This missed detection, which is due to

the high coherence bias that affects particularly the low coherence areas [49], complicates

the CCD map interpretation. In Figure V.15 (d), the changes related to sea area and to

the moved vehicles as indicated in Figure V.15 (a-b), 3 are well detected. The adaptive

method detects also the subtle changes and achieves the results obtained with the fixed-

size window of N1 = 3 × 3 as indicated in Figure V.15 (a-b), 2. An enhancement of the

change detection is then achieved, when compared to the use of the fixed-size window

N1 = 3× 3, and the coherent pixels inside the sea area are classified as changed.

The CCD results are in agreement with the ROC curves of Figure V.12. The CCD map

corresponding to the use of large window size N2 = 5× 5 offers a slight change detection

improvement with respect to the proposed method. Nevertheless, the use of a large fixed-

size window is inappropriate as it presents the inconvenience of loosing the detection of

small changes and also of cleaning the small coherent targets confined inside changed

areas. For example, the unmoved vehicles surrounded by changes that are indicated in
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(a) (b)

(c) (d)

Figure V.15: SAR intensity images and CCD results. (a) SAR intensity image of 15 June,

2011. (b) SAR intensity image of 19 June, 2011. (c) CCD map obtained with fixed-size

window of N1 = 3× 3 samples. (d) CCD map obtained with the adaptive method.

Figure V.16, 1 and 2 are lost when using N2 = 5× 5 while they are still detectable with

the two other methods (N1 = 3× 3, N adaptive).

V.5 Application for earthquakes damages assessment

On 04-Sep-2010 (local time), the Canterbury region in New Zealand (NZ) was shaken

by a Mw=7.1 earthquake, and then by series of aftershocks [54]. Two months later, in

the frame of the project "SIstema di osservazione spaziale per la Gestione del RIschio
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(a) (b) (c)

(d) (e)

Figure V.16: Zoom on unmoved vehicles surrounded by surface changes. (a) SAR image

intensity of 15 June, 2011. (b) SAR image intensity of 19 June, 2011. (c) CCD map

obtained with fixed-size window of N1 = 3× 3 samples. (d) CCD map obtained with the

proposed adaptive method. (e) CCD map obtained with fixed-size window of N2 = 5× 5

samples. Sub-chip size of 70 × 70 pixels. The vehicles 1, 2 and 3 in (b) are unmoved

between the two dates.

Sismico" (SIGRIS), the Italian Space Agency (ASI) monitored the city of Christchurch

with CSK images because aftershocks were expected to take place. Indeed, two deadly

events hit the town the 22-Feb-11 - local time - (Mw=6.2) and the 13-Jun-11 (Mw = 5.3

and Mw = 6.0). Widespread damages and soil liquefaction occurred. ALOS, Envisat,

and CSK differential interferograms revealed the global dislocation patterns [55].

At local scale, owing to the high resolution of 2.3 m and the X-Band frequency, CSK data

revealed confined effects affecting decameters to kilometers wide zone. There, the coher-

ence level remained high, i.e. the relative position between ground scatterers and their

orientations was unchanged before and after the quake. These unexpected observations

raised questions, especially in areas of extreme shaking (vertical acceleration of around 2

g, and horizontal acceleration of 0.8 g [56]).

In this work, we are interested by the use of improved (enhanced) coherence image to

map correctly the boundaries of these zones. The area of interest is essentially covered
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(a) (b)

(c) (d)

Figure V.17: (a) Linwood Avenue and its neighborhood. Black dots correspond to GPS

track of the field survey carried out in April 2011. (c) Seismic waves’ absorption sites

recorded during the 22-Feb-11 aftershock (center and upper left corner). (b) and (d):

Comparison with the ground deformations recorded in September 2010 and June 2011

events.

by buildings as shown on Figure V.17(a). The C-band Envisat unwrapped interferogram

for the 04-Sep-2010 earthquake is found in Figure V.17(b). It shows a small deforma-

tion in Christchurch (practically 2 fringes or 5.6 cm). Figure V.17(c) shows the X-band

CSK dislocation pattern in ascending mode of the magnitude 6.3 aftershock that struck

Christchurch on 22-Feb-11. It revealed an unidentified active strike fault crossing the

city [55]. The earthquake caused a large number of fatalities and widespread damage

with the collapse of many buildings and significant disruption of lifelines. The CSK in-

terferogram is particularly noisy in the most affected places because the energy involved

generated unprecedented Peak Ground Acceleration (PGA) both horizontally and ver-

tically. At a closer look, the interferogram shows at least a dozen of hectometers to

kilometers wide areas with important fringe densities that have been interpreted as zones
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(a) (b)

(c) (d)

Figure V.18: (a) and (b): Coherence images for the 22-Feb-11 and 13-Jun-11 events; (c)

and (d): same information but enhanced to define the boundaries of the areas having pre-

served the coherence (white color) after the tremors. Red dots correspond to GPS tracks

recorded in April 2011. Green square represents an area of 1 × 1 km (see Figure V.19)

over a representative segment of boundary between high and low coherence.

of high attenuation of seismic waves. Figure V.17(d) shows the X-band CSK dislocation

pattern in descending mode of the magnitude 6.3 aftershock that hit on 13-Jun-11. This

event produced severe shaking in and around Christchurch, destroying some buildings and

causing additional damage to many structures affected by previous earthquakes. The in-

terferogram is far less noisy by comparison with Figure V.17(c). Less energy was released

towards the city.

Figure V.18(a) and (b) show coherence images, in greyscale, associated to the interfer-

ograms of Figure V.17(c) and (d). GPS tracks are in red color. The important losses

observed in Figure V.18(a) are the consequence of the tremors which was characterized

by widespread soil liquefaction and the collapse of buildings. Figure V.18(c) and (d)

display exactly the same information than in Figure V.18(a) and (b) but the coherence
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artefacts have been eliminated (see Section V.4.3). Such a post-processing provides far

better inputs for data analysis in the GIS and field surveys since the boundaries can be

directly extracted.

As an example, a subset of the images (green squares in Figure V.18(a) and (c)) cor-

responding to an area of 1 km × 1 km (Figure V.19(a), (b), (d)) had been selected to

perform a detailed study of the damages along the limit detected over the interferogram

Figure V.17(c) and its associated coherence image Figure V.18(c). This zone was also

one of the areas of interest investigated during the field survey in April 2011 (see GPS

tracks). Figure V.19(a) is a 1 km2 subset of a typical urban district crossed by a NW-SE

limit between high and low coherence (Figure V.18(c)). The aerials images acquired only

two days after the 22-Feb-11 event shows clearly the damages.

In the GIS, one polygons layer corresponding to the damages had been created. When

performing manual digitizing, it was possible to feel the transition zone and this under-

standing became even clearer when superimposing the vector layer to the coherence data

(Figure V.18(b) and (d)).

Figure V.19(b) shows the subset of the enhanced coherence image of the February event.

Most red polygons are located in low coherence area (black). The (dashed, continuous)

green lines come from the ground deformation model realized from GPS data by GNS

Science (online). It shows that the area of interest is close to the fault at the origin of the

earthquake (lower right corner). In Figure V.19(d), the same polygons are superimposed

over the enhanced coherence image of the June aftershock. The energy released was less

important than the one of the 22-Feb-11. Therefore, more surfaces preserved the coher-

ence. The most affected zone, however, still continue to correspond to the ones affected

four months before.

In this section, we used SAR interferometry technique to detect areas, in Christchurch

City, that remain coherent whilst patches around them are incoherent. Enhanced coher-

ence images allow an efficient delineation of their boundaries. Ten centimeters resolution

color orthophotography and field data collections confirmed the existence of the sites where

the damages are either limited or absent. Damping capabilities seems reproducible from

a quake to another. The results suggest a new approach to refine predictions’ models for

economic losses and propose an alternative method for earthquakes damages assessment

in civil engineering purposes.
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(a) (b)

(c) (d)

Figure V.19: (a) 1 × 1 km color orthophotography at 10 cm resolution

(www.koordinates.com, accessed 03-Jun-2013) used to map soil liquefaction, roof and

building collapses; (c) detailed view, red line are vectors digitized in the GIS; (b) en-

hanced coherence image of the 22-Feb-11 event with polygons of damages, essentially

liquefaction. Green lines come from GPS deformation map realized by GNS Science; (d)

enhanced coherence image of the 13-Jun-11 event and the same polygons than in (b).

V.6 Conclusion

In the present Chapter, methods that improve CCD performance have been investigated.

The first part of the chapter has been dedicated to methods using only InSAR coherence

information. Three detectors (MLD, OS, and CMLD) have been used to improve change
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detection performance. Experimental ROC curves have been evaluated and used to quan-

tify the detection performance of the studied methods. The results obtained using high

resolution SAR data show that the CMLD outperforms the two other detectors. It has

been shown that the studied detectors need large window size to detect all the changes,

but this is done at the expense of small change detection. The second part of the chapter

has been dedicated to methods using both coherence and LFF information. Two LFF-

based methods have been studied and tested. The LFF-based cleaning method, on one

hand, that eliminates aberrant values of the biased coherence offers significant detection

performance improvements. Nevertheless some isolated coherent targets are also charac-

terized by high LFF values and then cleaned by this method. The adaptive LFF-based

method, on the other hand, offers less detection performance improvement compared to

the LFF-based cleaning method but with the advantage of preserving isolated coherent

targets. The results show that the LFF-based adaptive method presents the best com-

promise between the detection performance and the preservation of small changes. The

application of the enhanced InSAR coherence images to earthquake damage assessment

was demonstrated. The obtained results in the present chapter show the advantage of

improving coherence map, but it remains difficult to interpret in urban environment.

For this, a change classification stage is also needed and will be discussed in the next

Chapter VI.
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VI.1 Introduction

With the recent arrival of satellite constellations, such as COSMO-SkyMed and TerraSAR-

X delivering high-resolution SAR images, it becomes possible to detect surface changes

with fine spatial details and with a short revisiting time. This aspect makes the CCD

technique ideal for use in military and scientific applications such as border security and

environmental monitoring. However, two main difficulties must be overcome in order to

improve the analysis of CCD results.

The first difficulty concerns the SAR coherence misestimation. Indeed, the sample coher-

ence estimator is biased, especially for low-coherence values which complicate the InSAR

coherence interpretation (see Chapter IV). Various methods that improve the detection

performance have been developed and successfully tested in the Chapter V.

The second difficulty of the CCD technique concerns the change identification. As the

coherence is affected by several other factors (such as baseline decorrelation and volume

decorrelation), the coherence map can reveal changes that are not only due to man-made

activities. An area of low-backscatter strength (e.g., water surface, smooth surface, shad-

ows) leads to decorrelation in the coherence image which is not exactly the change of

interest. As example, an area of low-backscatter strength (e.g., water surface in Fig-

ure V.15 (a, b)1, smooth surface, shadows) leads to decorrelation in the coherence image

(e.g. in Figure V.15 (c)-1) which is not truly the change of interest. In addition to the

biased coherence estimator, the detection and identification of man-made changes remain

difficult, and further investigation is needed.

In this chapter, we present a change classification scheme and the significance of each of

the eight resulting classes. The proposed scheme is based on the improved coherence map

which is combined with the two corresponding SAR intensity images, in order to identify

the types of changes (man-made activity, natural surface decorrelation,...etc.). The two

SAR intensity images are not used to detect changes, but only to help the coherence map

analysis and interpretation. A set of high-resolution CSK SAR data are selected for the

validation process, which concerns different types of environments: an agricultural region

in Maymana (Afganistan), a harbour in Zeebrugge (Belgium) and an airport in Goma. A

comparative study of the classification results obtained with and without introducing the

LFF information is performed. Several examples are presented and discussed to assess

the validity of the proposed classification scheme. High-resolution visible images are also

used in visual qualitative validation process.
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Figure VI.1: Schematic overview of the change detection and classification scheme.

VI.2 Classification scheme

After improvement of the InSAR coherence, the detected changes must be identified as the

coherence is affected by several decorrelation sources. For this, we combine the improved

coherence map with the two corresponding SAR intensity images, in order to identify

all the man-made activities by building a so-called CCD map. Figure VI.1 presents a

schematic overview of the processing chain used for the change classification.

Human activities are thus characterized by a low coherence and a high intensity in at least

one of the two SAR images. However, any decision based on SAR intensity is hampered

by the presence of speckle which increase the number of false alarms. Therefore, a speckle

reduction is performed prior to the change classification: a 3× 3 Lee filter [57] is applied

to SAR intensity images in this work.

The developed classification scheme is quite simple and is based on a combination of the

three features, i.e. the improved coherence and the Lee-filtered intensity images. Each

of the two SAR intensity images is subdivided into a low (L) and a high (H) value area,

with thresholds that are determined from the histograms of the learning set. The learning

set consists in two classes: low backscattered area (smooth surface or water surface) and

high backscattered area (rough surface). Various SAR images have been used to evaluate

intensity histograms for both smooth and rough areas. It was observed that the location

of the histograms intersection does not change significantly. As a result, it is possible to

set the intensity threshold to TI = 0.25 as shown in Figure VI.2.

The proposed change detection and characterization scheme is a rule-based set of decisions
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Figure VI.2: Histograms of the learning set.

applied to the thresholded SAR intensity images and to the enhanced coherence map.

Dividing each of the three feature sets into two value regions leads to 8 combinations,

thus 8 possible classes given by

x ∈ Ck if :

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

|s1| ≷ TI

|s2| ≷ TI

γN ≷ Tz

(VI.1)

0 elsewhere

Table VI.1 presents an overview of the properties of these classes. Classes of interest for

change detection and activity monitoring are C2, C3 and C4. Classes C1, C5 and C8

contribute to the overall scene understanding. C6 and C7 represent classes in which the

coherence is high but the intensity changes between both images. If this situation occurs,

it is due to the fact that the coherence (or intensity) value supersedes the threshold TI in

a region where it shouldn’t (tails of the histograms).

It is also possible to divide the coherence into 3 regions; low (L), medium (M) and high (H).

This situation would lead to 12 classes that complicate further the CCD map analysis and

interpretation. This is the reason why we have opted to begin with the binary thresholding

of the coherence, which proves to be sufficient for identification of all man-made changes.

In future work, we will analyze the influence of the intermediate (medium) level on the

quality of the final result.
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Class
Features

Interpretation

C
oh

er
en

ce

SA
R

-1

SA
R

-2

C1 L L L Specular surfaces: water, roads, roofs, shadows

C2 L L H Man-made objects present in SAR-2, not in SAR-1

C3 L H L Man-made objects present in SAR-1, not in SAR-2

C4 L H H Man-made object present in both images but

it changed from SAR-1 to SAR-2

C5 H L L Bare soil or low vegetation

C6 H L H Invalid class (problem of intensity thresholding

caused by speckle)

C7 H H L Invalid class ( problem of intensity thresholding

caused by speckle)

C8 H H H Scatterers present in both scenes: fixed structures

(e.g. parts of buildings, railways), undisturbed areas

Table VI.1: Overview of the eight classes resulting from the change detection and classi-

fication.

VI.3 Overview of the dataset

During the preparation of the thesis, a set of several CSK SAR images were available and

3 image pairs were chosen to make the validation of the proposed classification method.

Here, we are interested by three types of environments:

• Agricultural environment in Maymana (Afghanistan).

• Harbor environment in Zeebrugge (Belgium).

• Airport environment in Goma (DRC).

Table VI.2 presents the main characteristics of the used SAR data. As reminder, each

image pair was acquired with the same acquisition geometry in order to allow InSAR

processing.
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Region, Country Maymana, Afghanistan Zeebrugge, Belgium Goma, DRC

Acquisition Dates 1/1 & 1/9/2010 6/15 & 6/19/2011 3/24 & 3/28/2011

Image Size (Rg×Az) 19255× 14403 15312× 14486 14568× 14376

Time Acquisition 01h41 UTC 18h05 UTC 15h50 UTC

Pass Ascending Descending Descending

Incidence Angle 41.5◦ 28◦ 26◦

Sensor Mode Spotlight

Polarisation HH

Azimuth Resolution 0.70 m

Ground Range Resolution 0.66 m 0.57 m 0.73 m

Baseline, B⊥= 150 m, B⊥= 22 m, B⊥= 307 m,

Height ambiguity z2π= 66 m z2π= 231 m z2π= 15 m

Table VI.2: Overview of the COSMO-SkyMed SAR images characteristics used in the

validation process.

Figure VI.3: Optical image from Google Earth of Maymana (Afghanistan). The red

rectangle indicates the test area that corresponds to the available CSK SAR images of

19255× 14403 pixels size. c© Google Earth 2012. All rights reserved.
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Figure VI.4: CSK SAR intensity image of the Maymana region (Afghanistan), sub-set

size of 4000 × 4000 pixels. COSMO-SkyMedTM Product - ASI [2010] processed under

license from ASI - Agenzia Spaziale Italiana. All rights reserved.

VI.4 Application in agricultural environment

As shown in Figure. VI.3, the imaged area consists of a plain surrounded by mountains.

An important agricultural activity was registered during the acquisition period of 1 to 9

January 2010. Figure VI.4 shows subset of the test area, which is a relatively flat terrain

that contains part of airport, agricultural fields and urban area. The coherence map, for

the present case study, shows several changed areas corresponding to cultivated parcels

with low values of coherence. Indeed, coherence subsets have been geocoded and then

projected in Google Earth to perform a comparison with high-resolution visible images.

It had been verified that all areas with low values of coherence match perfectly boundaries

of the agricultural parcels. In the following sections, classification results related to the

different areas (agricultural and urban) as indicated in Figure. VI.4 will be presented and

discussed.
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(a) (b)

(c) (d)

Figure VI.5: Change classification results of the agricultural area in Maymana

(Afghanistan), sub-set size of 320 × 320 pixels. (a) CSK SAR image intensity of Jan-

uary 1, 2010. (b) coherence image evaluated by using 3 × 3 pixel spatial estimation

window. (c) Change classification result obtained by the classical MLD method. (d)

Change classification result obtained by the proposed LFF-based cleaning method.

VI.4.1 Agricultural area

Figure VI.5-(a) shows SAR image intensity corresponding to agricultural fields. As shown

in Figure VI.5-(b), the cropped parcels are clearly indicated with low coherence values

and the uncultivated parcels preserve the coherence. The change classification results,

Figure VI.5-(c), show that the scene is constituted by two dominant classes (C4 and C8).

We notice the existence of a large number of coherent pixels (class C8) inside the culti-

vated fields, which is caused mainly by the coherence bias. Figure VI.5-(d) shows that
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the use of enhanced coherence map, which is obtained with LFF-based cleaning method,

improves the classification results. The changes related to the agricultural activity are

almost detected and then classified as C4. By using high resolution optical image, we

identify the small field in the center of the scene as a partially dry lake. This complex

surface, which appears as a low backscatter surface in Figure VI.5-(a), contains most of

the classes C1-C8 as shown in Figures VI.5- (c) and (d).

The agricultural test zone can be considered as an ideal example to demonstrate the

importance of the InSAR processing in the classification process, when compared to the

intensity-based (incoherent) change detection techniques. Indeed the cultivated fields

present nearly the same intensity response in both SAR images and the man-made changes

are mainly indicated by only the interferometric phase, and then measured by the coher-

ence.

VI.4.2 Urban area

Figure VI.6-(a) shows SAR image intensity corresponding to urban area. As showed

in Figure VI.6-(b), the permanent structures (buildings, boundary walls) are clearly in-

dicated with high coherence. We can also distinguish a large cultivated parcel that is

characterized by a low coherence and delimited by walls. The change classification re-

sults, Figure VI.6-(c), show that the scene is constituted by two dominant classes (C4 and

C8). We notice the existence of a large number of coherent pixels (class C8) inside the

cultivated parcel. The roads appear as complex surface with all of the different classes

(C1-C8).

Figure VI.6-(d) shows that the use of enhanced coherence map, which is obtained with

the LFF-based cleaning method, improves the classification results. The cultivated par-

cel is classified as C4 and the permanent structures as C8. The roads are represented

by only the classes C1-C4, which are the logical results compared to those presented in

Figure VI.6-(c).

VI.5 Application in a harbor environment

The geographical location of the test zone that concerns the Zeebrugge harbour is shown

in Figure VI.7. During the SAR acquisition period of June 15 to 19, 2011, an important

container and vehicle movement was registered, which can be observed easily through the

analysis of the SAR intensity images. For the validation of the classification scheme, high
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(a) (b)

(c) (d)

Figure VI.6: Change classification results of the urban area in Maymana (Afghanistan),

sub-set size of 320 × 320 pixels. (a) CSK SAR image intensity of January 1, 2010. (b)

coherence image evaluated by using 3 × 3 pixel spatial estimation window. (c) Change

classification result obtained by the classical MLD method. (d) Change classification

result obtained by the proposed LFF-based cleaning method.

resolution visible images are used and the SAR intensity images have served as ground

truth.

Figure VI.8 shows subset of the test zone, which is a flat terrain that contains part of

the port and surface water. In the following sections, classification results related to

different areas (sea and container terminal) as indicated in Figure VI.8 will be presented

and discussed.
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Figure VI.7: Optical image from Google Earth of the Zeebrugge harbor (Belgium). The

red rectangle indicates the test area that corresponds to the available CSK SAR images

of 15312× 14486 pixels size. c© Google Earth 2012. All rights reserved.

Figure VI.8: CSK SAR intensity image of the Zeebrugge harbor (Belgium), sub-set size

of 2000× 2000 pixels. COSMO-SkyMedTM Product - ASI [2011] processed under license

from ASI - Agenzia Spaziale Italiana. All rights reserved.
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(a) (b)

(c) (d)

Figure VI.9: Change classification results of the selected sea area in Zeebrugge (Belgium),

sub-set size of 300 × 200 pixels. (a) CSK SAR image intensity of June 15, 2011. (b)

coherence image evaluated by using 3 × 3 pixel spatial estimation window. (c) Change

classification result obtained by the classical MLD method. (d) Change classification

result obtained by the proposed LFF-based cleaning method.

VI.5.1 Sea area

Figure VI.9-(a) shows SAR intensity image of the selected sea area which consists of

dock for vehicles surrounded by the sea (left part). On the dock, Figure VI.9-(b), areas

with high coherence correspond to the absence of activity (unmoved vehicles). Places

with low coherence correspond mostly to displaced vehicles between the two acquisition

dates, which are also visible by the analysis of the two SAR intensity images. The change

classification results, Figure VI.9-(c), show that the scene is constituted by three dominant

classes (C1, C3 and C5). Unlike the agricultural environment in Figure VI.5, we note the
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absence of the class C4 or at least not a lot. This is due to the fact that the change in

the harbour environment is of class C2 and C3 (objects exist in one image but not in the

other). We can also notice in Figure VI.9-(c), that the surface of the dock that is not

concerned by the man-made changes is classified into two classes; C1 in the upper part

and C5 in the down part of Figure VI.9-(c). With using high resolution optical image,

we verify that the surface corresponding to C1 in the dock is more smooth (special soil

coating and appears with different color), while the surface corresponding to C5 is the

normal rough surface of the dock.

This example shows also the ability of the change classification scheme to discriminate

surface roughness. Figure VI.9-(d) shows that the use of the enhanced coherence map,

which is obtained with LFF-based cleaning method, improves the classification results.

The water surface, which is an incoherent medium, is classified as C1 in Figure VI.9-(d).

But we note some pixels of the classes C2 and C3 which are not due to man-made objects

but simply due errors in the SAR intensity separation. Indeed, the radiometric response

of the water surface depends on whether the sea is calm or not which complicates the

separation between low and high backscatter surfaces.

VI.5.2 Container terminal area

Figure VI.10-(a) shows SAR image intensity of the selected container terminal area, in

which columns of vehicles with high backscatter are clearly visible. In Figure VI.10-(b),

areas with high coherence values correspond to unmoved vehicles, while places with low

coherence corresponding to displaced vehicles between the two acquisitions dates. The

change classification results in Figure VI.10-(c), show that the scene contains almost all of

the classes (C1- C8). Figure VI.10-(c) shows also changes of class C4, which corresponds to

vehicles that appear in both SAR images but not the same ones. This example shows again

the ability of CCD technique to detect type of changes, which is not possible with image

intensity-based techniques. Figure VI.10-(d) shows that the use of the enhanced coherence

map (obtained with LFF-based cleaning method) improves the classification results, but

with an inconvenient of cleaning some coherent targets surrounded by changes. Indeed,

some isolated unmoved vehicles as in Figure VI.10-(a) 1 and 2, which are characterized

by high coherence and classified as C8 in Figure VI.10-(c) are cleaned by the LFF-based

cleaning method and then classified as C4 instead of C8.
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(a) (b)

(c) (d)

Figure VI.10: Change classification results of the container terminal area in Zeebrugge

(Belgium), sub-set size of 300×300 pixels. (a) CSK SAR image intensity of June 15, 2011.

(b) coherence image evaluated by using 3×3 pixel spatial estimation window. (c) Change

classification result obtained by the classical MLD method. (d) Change classification

result obtained by the proposed LFF-based cleaning method.

VI.6 LFF-based cleaning method versus LFF-based adap-

tive method

As indicated previously, the LFF-based cleaning method offers significant detection per-

formance improvements in cropped areas, in surface water and in large changed areas, but

remains limited for activity monitoring within a harbour environment where unmoved ve-

hicles, which are characterised by high LFF values, are also cleaned. In this situation,

an alternative consists in the use of the LFF-based adaptive method which offers slightly

lower detection performances but with the advantage of non-elimination of the highly
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Figure VI.11: Change classification results. (a) RGB color composition of test area, Red:

coherence image, Green: CSK SAR image intensity of June 15, 2011 and Blue: CSK SAR

image intensity of June 19, 2011. (b) Fixed window of 3 × 3 samples. (c) LFF-based

adaptive method. (d) LFF-based cleaning method. (e) Fixed window of 5 × 5 samples.

Sub-set size of 220× 220 pixels.

coherent targets. As depicted in Figure VI.11-(a), the test site is composed mostly of:

1. area with both moved and unmoved vehicles as indicated by (1);

2. areas of only moved vehicles that are indicated by (2 and 3);

3. area of unmoved vehicles as indicated by (4).

The LFF-based adaptive method in Figure VI.11-(c) offers change classification results

slightly similar to those obtained by the LFF-based cleaning method in Figure VI.11-

(d) and also close to those obtained by a large fixed window size of 5 × 5 samples in

Figure VI.11-(e). The advantage of the LFF-based adaptive method is the preservation

of subtle details. As showed in Figure VI.11-(e), the use of a fixed large window size

of 5 × 5 is inappropriate and presents the following disadvantages: the loss of subtle

changes, an increased size of the detected changes (4) and the cleaning of small coherent

targets surrounded by changes (5). Figure VI.12 makes a zoom on unmoved vehicles

surrounded by changes. The LFF-based adaptive method detect all the vehicles designed
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Figure VI.12: Change classification results: Zoom on unmoved vehicles. (a) RGB color

composition of test area, Red: coherence image, Green : CSK SAR image intensity of

June 15, 2011 and Blue: CSK SAR image intensity of June 19, 2011. (b) Fixed window

of 3 × 3 samples. (c) LFF-based adaptive method. (d) LFF-based cleaning method. (e)

Fixed window of 5× 5 samples. Sub-set size of 60× 60 pixels.

by arrows 1, 2,· · ·, 5 in Figure VI.12-(c) while the LFF-based cleaning method looses all

the vehicles in Figure VI.12-(d), and by using large a window size only vehicles 2 and 3

in Figure VI.12-(e) are detected.

VI.7 Application to monitoring man-made changes

The results presented in this section are obtained with CSK data in X-band, horizontally

polarized in spot-light mode. The test site, shown in Figure VI.14, concerns the Goma

airport.

The area of interest, shown in Figure VI.14-(a), concerns part of the Goma airport. The

airport was under extension, and an important earthmoving activity was registered during

the acquisition period of March 24 to 28, 2011. The scene concerns a wide open field

surrounded by buildings and urban areas. The area occupied by the company in charge

of the airport extension, as indicated by Figure VI.14(a)-1, is surrounded by roads where

earth mover vehicles are clearly visible. The man-made activities are mainly concentrated

in the dike as indicated in Figure VI.14(a)-2 and in area pointed by Figure VI.14(a)-3.

The dike causes a distortion (shadow) in the SAR image as indicated in Figure VI.14(b)-2.
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Figure VI.13: Geographical location of the test site in Goma, in the Democratic Republic

of Congo, that is characterized by a flat topography. The rectangle indicates the imaged

scene corresponding to the used CSK SAR images of 14568× 14376 pixels.

The airport runway, showed in Figure VI.14(a)-4, is characterized by a low backscatter

power as in Figure VI.14(b)-4. In the urban area, left side of Figure VI.14-(b), we can

observe that the roofs are also characterized by a low backscatters.

Figure VI.14-(c) shows the enhanced coherence map (LFF-based adaptive method)

of the imaged area obtained by using the CSK acquisitions of March 24 and 28, 2011.

Areas with high coherence correspond to the absence of surface activity. Places with

low coherence, corresponding to the disturbed areas between the two acquisitions dates,

are located e.g. in Figure VI.14(c)-1, 2 and 3. We can see that all roads leading to the

holding area of Figure VI.14(c)-1 lost the coherence, which is obviously caused by the

earth mover vehicles movement. The analysis and interpretation of the coherence map

becomes complicated in the presence of man-made structures. Indeed, for instance, the big

building in Figure VI.14(a)-1, that is characterized by low coherence in Figure VI.14(c)-1

is not exactly the change of interest.

The change classification results corresponding to the period of 24 and 28 March, 2011

are depicted in Figure VI.14-(d). Only the changes C2, C3 and C4 are of interest, and the

other classes help the scene analysis. Besides the advantages of the coherence to detect
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(a) (b)

(c) (d)

(e) (f)

Figure VI.14: Change classification results. (a) Visible image of the test site. (b) CSK

SAR image intensity of 3/24/2011. (c) Coherence map of 3/24 and 3/28/2011. (d) Change

classification result of 3/24 and 3/28/2011. (e) Coherence map of 3/28 and 4/1/2011. (f)

Change classification result of 3/28 and 4/1/2011.
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subtle changes, the classification contributes to the scene analysis. The large building in

Figure VI.14(d)-1, and the most of the urban area on the left side of Figure VI.14-(d),

are now classified as C1 instead of change in the coherence map.

Analysis of Figures VI.14-(c) and (d) show that in a sample environment without obstacles

(i.e. open field in the center of Figure VI.14-(a)), the classification method identifies the

man-made changes as of classes C2, C3 or C4 while the coherence map confuses all

the changes in a single category. In a complex environment, e. g. the urban area in

Figure VI.14-(a) and the airport runway in Figure VI.14(a)-4, the coherence map (in

Figure VI.14(c)) becomes hard to interpret and the proposed change classification scheme

(in Figure VI.14(d)) well identifies the man-made changes and contributes significantly

to the overall scene understanding.

The results of Figures VI.14-(e) and (f), obtained by using an other image pair (March

28 and April 1, 2011) confirm the validity of the classes proposed in Table VI.1. All areas

of the scene are classified in the same way in Figures VI.14-(d) and (f), except in the

presence of man-made changes as in Figure VI.14(d)-3. In addition, the results show that

the class C5 is encountered only in the specular surface and shadowed areas; it can be also

assimilated to the class C1. Despite the complexity of the environment, the invalid classes

C6 and C7 are rarely present in the scene. According to the results of Figures VI.14-(d)

and (f), we conclude that the proposed classification method helps the monitoring of the

man-made changes, which are mostly localized in the two areas indicated by (2) and (3).

VI.8 Summary

A comparative study of the classification results obtained with and without introducing

the LFF information to the classification scheme has been performed. A set of high res-

olution CSK SAR data are selected for the validation process which concerns different

environments. High resolution optical images are used in the validation process, and the

SAR intensity images were used as ground truth. In a complex environment, the results

show that the coherence map reveals changes but remains hard to interpret. The pro-

posed change classification scheme identifies well the man-made changes, and contributes

significantly to the overall scene analysis and understanding. The classification results,

related to the various selected test sites, show that the use of the enhanced coherence

map (using one of the two LFF-based methods) enhances the man-made change classes.

The LFF-based cleaning method works well in wide areas, but remains limited in har-
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bour environment where unmoved vehicles surrounded by changes are also cleaned. The

classification results show also that the LFF-based adaptive method offers a better com-

promise between the enhancement of the change classes and the preservation of the small

details. The results obtained using other image pairs confirm the validity of the proposed

changed-unchanged classes. The proposed method is an improvement for the analysts in

charge of the exploitation of information derived from radar imagery.
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CONCLUSION
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We have studied the use of the SAR interferometry technique to detect subtle ground

changes using high resolution SAR images. The main advantage of using SAR data is the

fact that changes of the order of the centimeter significantly increase the interferometric

phase variance in the impacted resolution element. These changes induce a decrease in In-

SAR coherence, which offers to coherent change detection methods the potential to detect

very subtle scene changes that may remain undetectable using only SAR intensity images.

InSAR coherence is widely used in the literature for mapping ground surface changes es-

pecially with the advent of satellite constellations such as COSMO-SkyMed that deliver

high-resolution SAR images with fine spatial details and with a short temporal baseline.

We started our work by developing an interferometric SAR process including interfero-

gram formation, filtering and coherence estimation. At this stage, we have developed a

new interferometric phase filter based on a subspace projection method that permits a

better separation between the changed and unchanged coherence areas.

As shown in Chapter IV, the cause of the coherence bias, in addition to the presence of

speckle in SAR data, is the appearance of highly coherent pixels inside changed areas

which complicates the InSAR coherence map analysis and interpretation. Unfortunatly,

there are no consistent studies concerning the coherent change detection using this type

of data. For this reason, we have developed several detection methods for improving co-

herence map quality. We started by using some well known techniques such as MLD, OS,

and CMLD. The results obtained using high resolution SAR data show that the CMLD

outperforms the other two detectors. ROC curves have been used to quantify the detec-

tion performance. By studying the spatial correlation of the coherence data, we have also

proposed the use of guard cells in the range direction to improve the detection perfor-

mance. It has been shown in Section V.2 that the studied detectors need a large window

size to detect all the changes, but this is done at the expense of small change detection.

In Section V.4, we have opted for another detection strategy based on the use of LFF

(a measure of interferometric phase variability) to better analyze the InSAR coherence.

In Section V.4.1, we have demonstrated the appropriateness of the LFF as a second

change information source to improve the InSAR coherence map. Two LFF-based meth-

ods have been studied and tested. The first method, LFF-based cleaning method, elimi-

nates aberrant values of the biased coherence and offers significant detection performance

improvements. Nevertheless some isolated coherent targets are also characterized by high

LFF values and then cleaned by this method. The second method, adaptive LFF-based

method, offers less detection performance improvement compared to the LFF-based clean-
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ing method but with the advantage of preserving isolated coherent targets. The results

show that the LFF-based adaptive method offers the best compromise between detection

performance and small change preservation.

The application of the enhanced InSAR coherence map to earthquake damage assessment

was presented in Section V.5. We found it possible to map areas less affected by damages,

although they are located in zones of extreme shaking (vertical acceleration of around 2

g).

As InSAR coherence is also affected by other decorrelation factors which are not caused

by man-made activities, we have opted in our work for an additional change classifica-

tion stage. The proposed classification scheme combines the improved InSAR coherence

with the two corresponding SAR intensity images. It is important to note that the two

SAR intensity images are not used to detect changes, but only to help the coherence

map analysis and interpretation. A set of high resolution CSK SAR data is selected for

the validation process. This set concerns different types of environments: an agricultural

region in Maymana (Afganistan), a harbour in Zeebrugge (Belgium) and an airport in

Goma (Democratic Republic of Congo). A comparative study of the classification results

obtained with and without introducing the LFF information in the classification process is

performed. High resolution optical images are used in the validation process and the SAR

intensity images are used as ground truth. It was found that in a complex environment,

the coherence map reveals changes but remains hard to interpret. The proposed change

classification scheme well identifies the man-made changes and contributes significantly

to the overall scene analysis and interpretation.

The results of the present work suggest that InSAR coherence improvement followed by

a classification scheme permits a better characterization of the ground changes. This

process is particularly suitable for border security application in desert areas.

VII.1 Summary of our contributions

Our contributions concern all InSAR process steps starting from signal processing with the

development of a new subspace projection based phase filter, the improvement of detec-

tion techniques, and finally the exploitation of the results in a Geographical Information

System.

• In [40], we propose a new projection subspace method for InSAR phase filtering. In

addition to the phase noise reduction benefits, subspace projection based methods
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present the advantage of being robust in the presence of coregistration errors. Ben-

efiting from the polynomial formulation of the cost function, the proposed method

avoids the minimization process, thus leading to a fast and efficient interferometric

phase filtering. The effectiveness of the method is verified using real SAR data.

The results obtained using high resolution SAR data also show better separation

between the changed and unchanged coherence areas, proving the appropriateness

of the proposed method in man-made change detection.

• In [49], we study the detection performance of the three detectors MLD, OS, and

CMLD which are applied to the coherence image in order to detect ground surface

changes. The probability of detection and false alarm are evaluated experimentally

using CSK images. It is shown that the proposed method, CMLD with guard

cells only in the range direction, is robust and provides almost 4% higher detection

probability in the case of low probability of false alarm.

• In [58], a new CCD method based on the use of the LFF components to clean co-

herence images has been presented. To make use of the LFF both in range and

azimuth directions, a new statistics that measures phase variability to eliminate the

aberrant highly coherent pixels inside changed areas is proposed. The proposed

method is tested successfully in the case of high resolution CSK SAR images ac-

quired over fields with agricultural activities. The results show an improvement

of the detection performance of about 6% with respect to the method of space-

averaging coherence while preserving the detection of subtle changes. We show that

the proposed method is an improvement for the analysts in charge of the vectoriza-

tion of information derived from radar imagery inside a Geographical Information

System.

• The SAR interferometry technique is used to detect areas affected by a strong earth-

quake in Christchurch City. These areas remain coherent while patches around them

are incoherent. Enhanced InSAR coherence images allow an efficient delineation of

their boundaries. Ten-centimeter resolution color orthophotography and field data

collections confirm the existence of the sites where the effects of soil liquefaction are

absent. We show that the regions which remain coherent are shock wave absorption

zones. Damping capabilities seem reproducible from a quake to another. We sug-

gest a new approach to refine prediction models for economic losses and propose an

alternative method for earthquake damage assessment in civil engineering.
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• [17] deals with the development and the validation of coherent change detection

and classification method. The enhanced InSAR coherence is combined with the

two corresponding SAR intensity images to build a CCD map using a simple change

classification scheme. The test area of interest concerns the Goma airport, which is

a flat and busy test site. It is shown that the proposed change classification scheme

well identifies the man-made changes and contributes significantly to the overall

scene analysis and understanding. The results obtained using other image pairs

confirm the validity of the proposed changed and unchanged classes.

VII.2 Future work

For future work, we propose:

• the investigation of the unsupervised methods to separate changed and unchanged

areas in InSAR coherence images.

• the analysis of the influence of the intermediate thresholding of the InSAR coherence

on the quality of the final CCD map.

• the application of data fusion algorithms for the development of new classification

schemes based on external data sources such as optical images, vegetation maps,...,

etc.

• the investigation of the potential of polarimetric SAR interferometry for the SAR

coherence optimisation.
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The MUltiple SIgnal Classification (MUSIC) method [53] used to estimate the 2-D LFF

(fx, fy) of SAR interferograms on boxcar windows is based on the structure of a ’signal

vector’ resulting from the concatenation of the lines of a 2-D complex sine-wave signal

s(k, l) = ejφ(k,l) = ej[2π(kfx+lfy)]. If this signal is observed on a N ×N window, the size of

the signal vector vs is N2 and the size of its covariance matrix Γs is N2 ×N2. With this

model, Γs can be written as

Γs =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1

ej2πfx

ej2π2fx

...

ej2π(N−1)fx

−−−
ej2πfy

ej2π(fx+fy)

ej2π(2fx+fy)

...

ej2π((N−1)fx+fy)

−−−
...

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

[vHs ] (A.1)

Accordingly, this covariance matrix presents a N × N block structure: inside the

blocks, lines are equal to the previous lines multiplied by ax = ej2πfx and each block is

equal to the previous block multiplied by ay = ej2πfy .

To determine frequency vectors by use of MUSIC one needs to diagonalize of Γs. Orthog-

onal bases of signal space and noise space are built according to the P largest eigenvalues.

Then, the expected frequencies (fx, fy) can be estimated by P maximizations of the

projection of vs(fx, fy) on noise space βn. One can perform the minimization step by

evaluating the pseudospectrum

J = 1/vHs (fx, fy)βnβ
H
n vs(fx, fy) (A.2)

on a fine grid of the [−0.5, 0.5]× [−0.5, 0.5] frequency domain.

Inside one block, the 2-D LFF of SAR interferograms may by estimated by the follow-

ing equations [53]:
fx = vH1 v2/v

H
1 v1

fy = vH1 v4/v
H
1 v1

(A.3)
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where vi = Γs(1 : N, i), i = 1, 2 and 4.

The final LFF estimates may correspond to the average of the values obtained in the

N ×N blocks.

118



 

 

 

 

 

Abstract
The work presented in this thesis concerns the application of Synthetic Aperture 
Radar Interferometry (InSAR) for mapping subtle ground changes. The changes of 
interest correspond to those caused by man-made activities such as vehicle movement 
or to those related to natural disaster such as earthquake damages. Various methods 
have been developed and tested for improving the InSAR coherence estimation. In 
order to better identify the man made changes of interest, a particular interest was 
given to the change classification step. Various high resolution SAR image pairs were 
used for the validation process. 

Résumé
Le travail présenté dans cette thèse concerne l’application de l’interferometrie radar 
SAR pour la cartographie des changements à la surface imagée. Les changements 
utiles sont ceux causés par une activité humaine telle que les traces de véhicules ou 
ceux provoqués par un événement naturel telle que les dégâts après un tremblement 
de terre. Plusieurs méthodes ont été développées et testées pour l’amélioration de 
l’estimation de la cohérence InSAR. Un intérêt particulier a été accordé au 
développement d’un schéma de classification  afin de mieux identifier les 
changements d’origine humaine. Plusieurs paires d’images SAR à haute resolution on 
été utilisées durant l’étape de validation.
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