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General Introduction

Due to the rapid development of wireless communications services, the
requirement of spectrum is growing dramatically. The federation Commu-
nications Commission (FCC) has stated that some allocated frequency bands
are largely unoccupied (under-utilized) most of the time. Cognitive Radio
has emerged as a novel approach to enable dynamic spectrum access (DSA)
by allowing unlicensed users to access the under-utilized licensed spectra
when/where licensed primary users (PU) are absent and to vacate the spec-
trum immediately once a PU becomes active without causing harmful interfer-
ence. This ability is dependent upon spectrum sensing (SS), which is one of the
most critical functions to achieve such a dynamic spectrum access. Efficient
signal detection is required to perform SS task. The detection performance
in SS can be degraded due to many effects such as multipath fading, shadow-
ing and the noise uncertainty problem. Hence, Cooperative Spectrum Sensing
(CSS) has been introduced to alleviate these issues by taking advantage of co-
operation among CR users. Cooperative spectrum sensing has attracted a lot
of attention in the research community

In this thesis, we consider the issue of spectrum sensing and distributed
spectrum sensing for cognitive radio networks. The purpose of this chapter is
to introduce the problem addressed in the thesis. We will mention the moti-
vation behind this work. Then, we show some challenging issues in spectrum
sensing. Finally we provide a summary of the outline and contributions of the
thesis.



2 Notations and Acronyms

0.1 Motivation

Spectrum sensing is an important task to find spectrum opportunities. Its
main goal is spectrum opportunity discovery in a reliable manner. Important
metrics to evaluate any spectrum method are the probability of detection Pd

(defined as the probability that the signal is detected in the hypothesis H1),
and probability of false alarm, Pf a (defined as the probability that the signal is
detected in the hypothesis H0), where H1 and H0 are the hypothesis that the
signal is present and the hypothesis that the signal is absent, respectively. Sev-
eral spectrum sensing techniques have been proposed in literature, however
claiming that a given method is the best is still a challenge. There are sev-
eral important characteristics to be considered in order to decide on a specific
sensing method:

- Prior knowledge: which can be defined as the quantity of information
needed by the method to perform sensing. Methods that do not re-
quire any prior knowledge concerning primary signal, are known as
blind detection methods.

- Sensing time: is proportional to the number of samples needed for the
detection task. This characteristic is important for real-time applica-
tions. It can be used as a characteristic to compare sensing methods.

- Computational complexity: describes the degree of difficulty required
to execute the technique.

- Noise rejection: shows the capacity of the method to be immune
against noise variation.

- Sensing performance: In signal detection theory, Receiver Operating
Characteristic (ROC) curve is a graphical plot of the sensitivity (Pd vs
Pfa). ROC curve provides tools to select any possible optimal method.
The best detector is the one which is situated more to the left upper
corner, since with the same false alarm probability the detector gives
better detection probability.

To make tradeoffs between these different characteristics, we propose in
this thesis the study of a spectrum sensing method based on statistic test
(Goodness of Fit (GoF) test). It will be shown that GoF based spectrum sensing
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has the nice feature that, it needs fewer samples (short sensing time) to per-
form sensing. Moreover,and compared to Energy Detection it will be shown
that this method is less sensitive to noise uncertainty and it is independent of
noise power. Therefore, this method will be used as a local sensing method
(instead of energy detection) for the cooperative spectrum sensing scheme
which has been widely considered for combating fading or shadowing as a
single CR user cannot distinguish between a deep fade and a spectrum hole.
Many studies have been carried out to develop blind spectrum sensing meth-
ods such as GoF based spectrum sensing, which is considered as a blind detec-
tion method. Moreover, to cope with several problems and impairments such
fading, shadowing and uncertainties in the system parameters, GoF based
spectrum sensing can be used as a local sensing method for cooperative spec-
trum sensing.

Cooperative spectrum sensing techniques (a group of CR nodes cooperate
in order to perform the spectrum sensing) is one of the most effective ways
to combat the above impairments. The cooperative spectrum sensing archi-
tecture can be either centralized or distributed. In a centralized cooperative
sensing, a central unit called fusion center is required to collect sensing infor-
mation from CR nodes, in order to identify the available spectrum, and broad-
casts this information to other CR nodes. In the case of distributed cooperative
sensing, CR nodes share their sensing information among each other in order
to make their own decisions about spectrum availability. Compared to the
centralized scheme, the distributed scheme does not need any central infras-
tructure resulting in a reduced cost. However its decision implementation is
more complex.

0.2 Spectrum Sensing Challenges

Spectrum sensing challenges have been discussed in many studies such
[9]. Any spectrum sensing method has to face some important challenges
such:

1- Channel Uncertainty: If the primary transmitter suffers a deep fade
due to various obstacles, the secondary user (CR user) may decide the
presence of a spectrum hole and starts transmitting. This will cause
interference leading to loss of data.
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2- Noise Uncertainty: The noise power is a result of several sources
which are not completely known to the CR user, therefore, one needs
to estimate it. A wrong decision of the sensed signal may be resulted
if we underestimate the noise level as the signal to noise ratio (SNR)
falls below a threshold value (the case of energy detection method).

3- Aggregate-Interference problem: In cooperative spectrum sensing
when multiple cognitive radios are deployed to detect the primary
transmitter, the overall interference caused by the CR networks may
be harmful to the primary receiver.

4- Hidden Terminal Problem: it occurs when the link from a primary
transmitter to a secondary user is completely shadowed, due to cer-
tain obstacles or when they are separated with a very long distance.
However, there may be a primary receiver in the vicinity of the sec-
ondary user. Hence, The secondary will detect a white space (a fre-
quency band which is allocated to licensed users (primary users), but
it is not utilized in some locations and at some times and could be
accessed by unlicensed users) and then accesses the licensed channel,
causing destructive interference to the primary receiver.

5- Quality of service degradation: The CR users have to detect if the pri-
mary user return to occupy the band and cease transmission imme-
diately in order to switch to a new band. This transition involves a
delay and a need to reset protocols to match the characteristics of the
new frequency band, causing abrupt quality of service degradation.

0.3 Objectives and contributions

0.3.1 Objectives

The aim of this thesis is to study and analyze a method of local sens-
ing based on statistic test (GoF test) according to the characteristics cited in
section 0.1, evaluate and optimize the performance of cooperative spectrum
sensing algorithms and apply the aforementioned local sensing method for
distributed spectrum sensing techniques.
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0.3.2 Key Contributions

The main contributions of this thesis are summarized as follows:

• We study the cooperative spectrum sensing by implementing some
data fusion schemes in fusion center. We also analyze a quantized
combination scheme based on a tree-bit quantization and compare its
performance with some hard and soft combination schemes.

• For these combining schemes rules, the detection performance, with
a Gaussian distribution assumption, is expressed in two different sce-
narios, CPUP (Constant Primary User Protection) and CSUSU (Con-
stant Secondary User Spectrum Usability). A comparison is conducted
between these proposed schemes in both scenarios, in terms of detec-
tion performance and throughput optimization of the CR network.

• The GoF sensing methods that compare the distribution of the energy
of the received samples against the cumulative distribution function
(CDF) of the noise energy is studied. Beside, a new GoF test statistic
which takes into account the physical characteristic of spectrum sens-
ing is presented and evaluated in terms of sensing performance.

• A consensus algorithm for distributed spectrum sensing (DSS) in cog-
nitive radio networks (CRN) integrating a Goodness of Fit based spec-
trum sensing scheme is studied. Moreover, a weighted consensus
based DSS scheme is proposed and its optimality is tested.

0.4 Thesis Outline

The remainder of this thesis is organized as follows:

Chapter 1
This chapter first provides an introduction to the concept of cognitive ra-

dio and the software defined radio (SDR). Then, the most common definitions
of cognitive radio are presented as well as the cognitive cycle and it func-
tionalities, beside, the concept of dynamic spectrum access and some of the
standardization proposals are summarized. Finally, this chapter touches upon
some of the possible applications of cognitive radio.
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Chapter 2
This chapter gives an overview of spectrum sensing methods and their

classifications. Then, it discusses the commonly detection methodologies used
in spectrum sensing for CR. It presents and analyzes various spectrum sensing
techniques regarding their advantages and drawbacks.

Chapter 3
This chapter proposed the study of the optimization in cooperative spec-

trum sensing. First, it studies cooperative spectrum sensing and signal de-
tection in CRN by implementing some combining rules in the fusion center.
For these combining rules, the detection performance, with a Gaussian distri-
bution assumption, is expressed in two different scenarios, CPUP (Constant
Primary User Protection) and CSUSU (Constant Secondary User Spectrum
Usability). Finally, it analyzes the channel utilization (throughput vs sensing
time relationship) for cooperative spectrum sensing under both mentioned
scenarios and for different combining rules.

Chapter 4
Firstly, this chapter reviews the most popular GoF sensing methods for

cognitive radio and present a comparative study in terms of detection per-
formance. Secondly, it proposes two new GoF sensing methods and compare
them against the conventional Anderson Darling (AD) sensing and energy
based sensing. It proposes a new GoF test statistic by taking into account the
physical characteristic of spectrum sensing. The derived GoF sensing method
results in significant improvement in terms of sensing performance. Finally,
it proposes how GoF based spectrum sensing can be integrated in a conven-
tional wideband spectrum sensing scheme.

Chapter 5
The last chapter is devoted to the study of a consensus algorithm for dis-

tributed spectrum sensing (DSS) in CRN. Motivated by the fact that in GoF
based spectrum sensing, the threshold for the binary test depends only on the
desired false alarm probability and not on the local noise power as in energy
detection, this chapter proposes to integrate a Goodness of Fit based spectrum
sensing for DSS scheme instead of the existing work in this area which often
applies energy detector as a local spectrum sensing method for DSS. More-
over, a weighted consensus based DSS scheme is proposed and its optimality
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is tested with some optimal schemes such as exhaustive search and genetic
algorithms.

Chapter 6
This chapter provides some concluding remarks and delineates on direc-

tions in which the work in this thesis can be investigated.
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Cognitive Radio 1
In this chapter, we provide a detailed introduction to the concept of cog-

nitive radio by introducing the software defined radio (SDR) as the key tech-
nology for cognitive radio. The known definitions of cognitive radio are pre-
sented as well as the cognitive cycle and it functionalities, the concept of dy-
namic spectrum access and some of the standardization proposals. Finally, we
touch upon some of the possible applications of cognitive radio.

1.1 Wireless Communications

In recent decades, the wireless communication technology is advancing at
a fast rate to provide network services anywhere and anytime. Consequently,
the demand for radio spectrum is increasing and regulatory agencies in differ-
ent countries thus allocate chunks of spectrum to different wireless services.
As a natural resource, radio spectrum is scarce and limited. However, with
steadily growing number of wireless subscribers and operators, the problem
of spectrum scarcity is imposed. Many studies [10] [11] clearly suggest that
currently spectrum scarcity is mainly due to the inefficient use of spectrum
rather than the physical shortage of spectrum. As shown in Figure 1.1, some
parts of spectrum remain largely underutilized, some parts are sparingly uti-
lized, while the remaining parts of the spectrum are heavily occupied [1].
Thus, efficient use of spectrum is required. Many technologies intends to meet
this requirement of effective utilization of radio spectrum such as [12]:
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� Multiple-input multiple-output (MIMO) communications: MIMO
systems share data among multiple antennas resulting in higher data
throughput without additional spectrum usage, which improves spec-
tral efficiency.

� Cooperative communications: by exploiting distributed spatial di-
versity in a multi-user environment, reliability and data rate are im-
proved using Cooperative radio transmissions.

� Heterogeneous networks: spectral efficiency per unit area is enhanced
by using a diverse set of base stations in different cells, which is nec-
essary to support increasing node density and cell traffic in mobile
networks.

� Other technologies: High modulation orders coupled to advances sig-
nal processing (joint detection, iterative techniques, ...).

Figure 1.1 Spectrum utilization [1].
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Despite these advanced technologies and in order to optimally manage
available radio resources, Cognitive radio (CR) was suggested [13] [14].

1.2 Cognitive Radio

The Software Defined Radio is seen as a major factor on the road to CR. Its
main goal is to give guidelines according to SDR methodologies that will be
applied to the CR technology [15].

1.2.1 Software Defined Radio to Cognitive Radio

In 1999, J. Mitola III introduced the concept of Cognitive Radio (CR) who
also coined the term Software Radio in 1991. The software radio aims at build-
ing multi-mode and multi-band platforms in order to provide flexible commu-
nications radios that can accommodate different standards within the same
hardware. This is made possible by using software versatility. For those ra-
dios, 80% of the functionality is provided in software, compared to the 80%
hardware in the 90s. By the end of the 90s, the software radio concept was
on the verge of being ready for commercial applications, and Mitola thought
about the ways of using the versatility brought by the software radios in order
to optimize the performance of communication systems. This led to the Cog-
nitive Radio concept. CR is envisioned as one key solution to solve spectrum
congestion due to increasing number of systems / subscribers along with
spectrum resource scarcity. This is one of the major topics under investigation
and receives a particular attention both in civilian and military sides. Cog-
nitive resource allocation means that spectrum can be shared between users.
There is no need for comprehensive static allocation of frequencies to users
or services in dedicated bands because the devices using this band organize
the usage themselves. CR systems will embed software radio capabilities plus
intelligence (evolution and optimization), awareness (sensing and modeling)
and learning (building and retaining knowledge). A CR system is a system
that is able to sense its operational environment and can dynamically and au-
tonomously adjust its radio operating parameters accordingly to achieve or to
be as close as possible to pre-defined target objectives. It learns from previous
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experiences. Cognitive radio techniques provide the capability to use or share
the spectrum in an opportunistic manner.

1.2.2 Definitions of a cognitive radio

The following provides some of the more prominently offered definitions
of cognitive radio.

Mitola Wireless personal digital assistants and the related networks that are suf-
ficiently computationally intelligent about radio resources, and related computer to
computer communications, to detect user needs as a function of use context and to
provide radio resources and wireless services most appropriate to those needs [16].

FCC has defined a cognitive radio as: A radio that can change its transmitter
Parameters based on interaction with the environment in which it operates [17]

Wikipedia cognitive radio is a paradigm for wireless communication in which
either a network or a wireless node changes its transmission or reception parameters
to communicate efficiently, avoiding interference with licensed or unlicensed users.
This alteration of parameters is based on the active monitoring of several factors in
the external and internal radio environment, such as radio frequency spectrum, user
behavior, and network state.

IEEE 1900.1 (a) A type of radio in which communication systems are aware of
their environment and internal state and can make decisions about their radio op-
erating behavior based on that information and predefined objectives; (b) cognitive
radio (as defined in item a) that uses software-defined radio, adaptive radio, and other
technologies to adjust automatically its behavior or operations to achieve desired ob-
jectives [18].

Haykin: cognitive radio is an intelligent wireless communication system that is
aware of its environment and uses the methodology of understanding by building to
learn from the environment and adapt to statistical variations in the input stimuli to
achieve high reliability and efficient utilization of the radio spectrum [14].

Scientific American: Cognitive radio is an emerging smart wireless communi-
cations technology that will be able to find and connect with any nearby open radio fre-
quency to best serve the user. Therefore, a cognitive radio should be able to switch from
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a band of the radio spectrum that is blocked by interference to a free one to complete a
transmission link, a capability that is particularly important in an emergency [19].

Definition of cognitive radio in this thesis: Intelligent Radio that au-
tonomously changes its communication parameters (waveform) in response
to user demands or to changes in the EM environment.

1.2.3 Functions and components of Cognitive Radio

The main goal of cognitive radio is to provide adaptability to wireless
transmission through dynamic spectrum access so that the performance of
wireless transmission can be optimized, as well as improving the utilization
of the frequency spectrum. The main functionalities of cognitive radios are
spectrum sensing, spectrum management, spectrum sharing and spectrum
mobility, as it is depicted in figure 1.2.

Figure 1.2 The main functionalities of cognitive radios
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The aforementioned capabilities of CR, have given many ways of defini-
tion for CR and no globally adopted formal definition have been adopted yet.

Through spectrum sensing, the cognitive radio technology will enable the
users to determine which portions of the spectrum is available (detecting spec-
trum holes ) with the requirement of no harmful interference with other users.

The spectrum sensing information is exploited by the spectrum manage-
ment function to select the best available channel and make optimal decisions
on spectrum access. Whereas, spectrum sharing coordinates access to this
channel with other users with fair spectrum scheduling method, which is one
of the major challenges in open spectrum usage. If the status of the target
spectrum changes (licensed user is detected), the spectrum mobility function
will allow to vacate the channel and avoid communication loss on jammed
channels. As a reference for how a cognitive radio could achieve these levels
of functionality, in [2] Mitola introduces the cognition cycle, discussed in the
next section.

1.2.4 Cognition Cycle

In [2], Mitola introduces the cognition cycle, shown in figure 1.3. In
the cognition cycle, information about the operating environment (Outside
world) is received by a radio based on a direct observation or signaling. After
evaluation, the importance of this information is determined (Orient). Based
on the previous task, the radio determines its alternative (Plan) and selects an
alternative (Decide) in a manner that is likely to improve recovery. If a change
in waveform was deemed necessary, the alternative (Act) is implemented
by adjusting its resources and performing the appropriate signaling. These
changes are then reflected in the interference profile presented by the cogni-
tive radio in the Outside world. As part of this process, the radio uses these
observations and decisions to improve the operation of the radio (Learn), per-
haps by creating new modeling states or generating new alternatives.
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Figure 1.3 Cognitive cycle as introduced by Joseph Mitola [2].

1.2.5 Cognitive Radio Networks Architecture

In order to develop communication protocols, a clear description of Cog-
nitive Radio Network architecture is necessary. In CR networks, and through
its functionalities (spectrum sensing, spectrum management, spectrum shar-
ing and spectrum mobility), a cognitive radio user should be able to detect
spectrum holes so that it is able to release the frequency spectrum when the
licensed users are detected. These functionalities must be located in the CR
networks protocol stack. As shown in figure 1.4, the components of the Cog-
nitive Radio network architecture, can be classified in two groups such as the
primary network (licensed system) and the CR network (unlicensed system).
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Figure 1.4 Cognitive Radio Networks Architecture [1].

1.3 Dynamic Spectrum Access and Management

The term dynamic spectrum access (DSA) is known as a technique adopted
by a radio network to dynamically select the operating spectrum from the
available spectrum. The DSA is an opposite approach to the current static
spectrum management. The DSA consists to open licensed spectrum to sec-
ondary users without causing harmful interference to primary users [20].
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Figure 1.5 A taxonomy of dynamic spectrum access [3].

The diverse ideas presented at the first IEEE Symposium on New Frontiers
in Dynamic Spectrum Access Networks (DySPAN) [3] suggest the extent of
this term. As illustrated in Figure 1.5, dynamic spectrum access strategies can
be classified in terms of access strategies under three models.

1.3.1 Dynamic Exclusive Use Model

This model maintains the basic structure of the current spectrum regula-
tion policy: the spectrum is licensed to a user for exclusive use respecting
some rules. The main idea is to introduce flexibility to improve spectrum ef-
ficiency. Two approaches have been proposed under this model: spectrum
property rights [21] and dynamic spectrum allocation [22]. The first approach
allows licensees to sell and trade spectrum and to freely choose technology.
Note that even though licensees have the right to lease or share the spectrum
for profit, such sharing is not mandated by the regulation policy. Whereas,
the second approach aims to enhance spectrum efficiency through dynamic
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spectrum assignment by exploiting the spatial and temporal traffic statistics
of different services. In other words, in a given region and at a given time,
spectrum is allocated to services. This allocation, however, varies at a much
faster scale than the current policy.

1.3.2 Open Sharing Model

This model referred to as spectrum commons, employs open sharing
among peer users as the basis for managing a spectral region. Advocates of
this model draw support from the phenomenal success of wireless services
operating in the unlicensed ISM band (e.g., WiFi) [23].

1.3.3 Hierarchical Access Model

This model have been built upon a hierarchical access structure with pri-
mary and secondary users. It can be seen as can as a hybrid of the above
two models. The basic idea is to opportunistically allow the secondary (un-
licensed) users access the spectrum without interfering with the primary (li-
censed) users. This opportunistic access is done in two ways: spectrum un-
derlay and spectrum overlay.

1. Spectrum overlay does not necessarily impose severe constraints on
the transmit power of secondary users, but rather on their transmis-
sion time. Consequently, a secondary user accesses a spectrum hole
assigned via DSA (this approach exploits spectrum white space).

2. Spectrum underlay requires strict constraints on the transmit power
of secondary users. Their transmit power is thus low enough to be re-
garded as noise by primary users. Both primary and secondary users
may thus transmit simultaneously in the same spectrum band.

This hierarchical model is perhaps the most compatible with the current
spectrum management policy and legacy wireless systems.
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Standards Addressed issues
IEEE 1900.1 Identify and explain the concepts related to spectrum management and SDR.

IEEE 1900.2 Address the recommended practice for interference and coexistence analysis.

IEEE 1900.3 Develop and define testing methods for conformance evaluation of software components in SDR devices.

IEEE 1900.4 The coexistence support for the re-configurable heterogeneous air interface in next generation wireless systems .

1900.5-2011 Standard for Policy Language Requirements and System Architectures for Dynamic Spectrum Access Systems

1900.6a-2014 Spectrum Sensing Interfaces and Data Structures for Dynamic Spectrum Access and Other Advanced Radio Communication Systems.

1900.7 for Radio Interface for White Space Dynamic Spectrum Access Radio Systems Supporting Fixed and Mobile Operation.

Table 1.1 Components of the IEEE 1900 standards

1.4 Cognitive Radio Standardization

The standardization process aims to harmonize the ongoing research ac-
tivities. The standardization is required for the development and implemen-
tation of a cognitive radio network due to the involving of many technical and
economic aspects related to spectrum management using SDR.

From the most relevant standardization activities related to cognitive radio
networks, we have:

• IEEE SCC 41 : The IEEE Standards Coordinating Committee (SCC)
41 standard had launched a series of related standards, namely, IEEE
1900 [24]. This standard addressed some issues related to Next Gener-
ation Radio and Spectrum Management (its development, implemen-
tation and deployment ). The major components of the IEEE 1900 stan-
dards are summarized in table 1.1 :

There are also other IEEE standards related to the cognitive radio,
i.e. IEEE 802.11, 18, 19, 21, and 22.

• IEEE 802.22 wireless regional area networks (WRAN): which is intro-
duced as the first worldwide effort to define a standardized air in-
terface for fixed, point-to-multipoint WRANs that operate on unused
channels in the VHF/UHF TV white spaces (TVWS) between 54 MHz-
852 MHz [25]. In this IEEE 802.22 standards, the cognitive radio nodes
and a base station determine the user radio terminals.

Using cognitive radio techniques, the 802.22 working group devel-
oped a waveform in order to provide high bandwidth access in rural
areas. IEEE 802.22 is composed of different standards:
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• IEEE 802.22.1-2010 Standard for the Enhanced Interference
Protection of the Licensed Devices.

• IEEE 802.22-2011 Standard for Cognitive Wireless Regional
Area Networks (RAN) for Operation in TV Bands.

• IEEE 802.22.2 Standard for Recommended Practice for Instal-
lation and Deployment of 802.22 Systems.

• IEEE 802.11af: the international specifications for spectrum sharing
among unlicensed white space devices and licensed services in the TV
white space band are defined in this standard. A geolocation database
is used to conduct spectrum sharing via the regulation of unlicensed
white space devices [26]. A common operating mechanisms for white
space devices is provided by the IEEE 802.11af standard satisfying
multiple regulatory domains.
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Figure 1.6 Summary of international standardization on CRN [4]
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The authors in [27] mentioned that the 802.22 standard targets to achieve
spectral efficiency of up to 3bits/sec/Hz corresponding to peak download
rates at coverage edge at 1.5Mbps. Simultaneously, the 802.22 system aims
to achieve up to 100km in coverage.

In figure 1.6, we give a summary of international standardization on CRN
performed on all levels.

1.5 Cognitive Radio Applications

In this section, we provide some application where the concept of cognitive
radio can be exploited [28].

• Cellular Mobile Networks: in this area, the cognitive radio technol-
ogy can be brought via many challenging and open issues such as se-
curity and safety. The CR technology can also come up with solution
to improve the cellular spectrum.

• Energy efficiency: To save energy in wireless networks, CR technol-
ogy can be considered as strong candidate to improve energy effi-
ciency. Based on its intelligence, CR can learn and adopt its param-
eters to enhance energy efficiency.

• Public Safety Communication (PSC): In this context, the CR technol-
ogy with its capabilities can address the issue of the presence of differ-
ent technologies related to PSC, used by different national agencies, to
improve the telecommunications systems in PSC.

• Wireless Networks for Smart Grids: In this domain, the CR technol-
ogy is expected to play a key role. An efficient wireless networking
is required by smart grid involving a large scale of metering data and
covering different energy sources, these issues and others constitute a
potential application for cognitive radio communications.

• Vehicular Networks: The CR technology can be introduced in this
area by addressing issues such congestion avoidance in the spectrum,
advanced power control, DSA and interoperability among existing
communication devices.
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• Defense Application Systems: The cognitive radio systems provide
via its capability of interference mitigation, a promising key in defense
communication scenarios such as battle fields.

1.6 Conclusion

In conclusion and through this chapter, we have introduced the topic of
CR which is expected to improve the efficiency and flexibility of radio com-
munications on the field through the dynamic use of the radio spectrum. This
includes, improving adaptability to changing and unforeseen situations; im-
prove the reliability and availability of communications in tactical radio net-
works, allow automatic and adaptive deployments, especially in unknown
environments, that will be optimal for the considered field ; increase the ca-
pacity in a given portion of radio spectrum, allowing the introduction of more
powerful features and services for a given radio type. Beside, we have dis-
cussed the functions and components of cognitive radio as well as the differ-
ent standardization activities related to cognitive radio networks. The next
section will be devoted to spectrum sensing, which is a crucial feature specific
to CR and CR networks.
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Spectrum Sensing for

Cognitive Radio 2
In this chapter, firstly, we present an overview of spectrum sensing meth-

ods and their classifications. Then, we discuss the commonly detection
methodologies used in spectrum sensing for CR. We present some spec-
trum sensing techniques such as energy based sensing, cyclostationary feature
based sensing, matched filter based sensing and other sensing techniques. The
energy based sensing is well detailed as it is considered as simplest detection
method in a blind manner.

2.1 Introduction

Spectrum sensing is a key component of dynamic spectrum sensing
paradigm to find spectrum opportunities. For practical dynamic spectrum
sensing and access, power detectors are required.

Generally, in CR environments, sensing algorithms are expected to be able
to detect the presence of signals at very low signal to noise ratio (SNR) lev-
els within a limited observation time. Moreover, it is necessary that they are
robust to practical impairments and parameter uncertainties. Therefore spec-
trum sensing is a difficult task in CR and to design detection algorithms that
are capable to work under very harsh conditions is of fundamental impor-
tance. In this chapter, we provide an accurate analysis and study of different
spectrum sensing algorithms: their advantages and drawbacks. Moreover, we
study the detection performance of some spectrum sensing algorithms. Then,
some other spectrum sensing methods are listed. Finally, we introduce the
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cooperative spectrum sensing as promising technique to improve detection
performance. In the following, we define hypothesis H1 as the probability
of the presence of the signal and H1 as the probability of the absence of the
signal.

2.2 Overview of Spectrum Sensing Algorithms

In this section, we focus on the studies of the spectrum sensing algorithms
proposed in literature to detect the presence of spectrum holes. Different tech-
niques will be analyzed, with particular emphasis on the class of blind spec-
trum sensing techniques, which do not need a prior knowledge of the received
signal.

The matched filter (MF) is considered as the optimum detector based on
the classical detection theory. It provides the best detection performance, but
has the disadvantage that it requires the knowledge of the signal to be de-
tected, condition that in general in not satisfied.

The energy detector (ED) is the most used detector when the signal is un-
known. This detector estimates the received energy in the band of interest
and compares it to a threshold that is related to the noise power level and the
required false alarm probability. The ED exhibits a low computational com-
plexity and is widely used because it has a simple implementation. The main
disadvantage of the ED is that it requires knowledge of the noise power to
properly set the threshold. This requirement is often critical, in particular in
low SNR environments, in which an imperfect knowledge of the noise power
can cause severe performance losses. Moreover the ED cannot distinguish
between interference and signal.

The ED detector can be considered as a blind spectrum sensing algorithm,
in the sense that it does not require any knowledge of the signal to be detected.
However it requires the knowledge of the noise power, which depends on the
environment properties and can vary with the receiving node. Completely
blind detection algorithms can be obtained by analyzing the auto-covariance
properties of the received signal. These algorithms do not require any prior
knowledge, but are based on the observation of some correlation properties
in the received signal. Therefore specific solutions such as oversampling or
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the adoption of multiple antennas at the receiver are required. Typically these
algorithms imply a high computational complexity (eg: algorithms based on
eigenvalues of the auto-covariance matrix of the received signal samples).

When the signal to be detected has some known characteristics, the detec-
tion of such features is an effective method to identify such kind of signal. The
cyclostationary method can be an appropriate sensing technique to recognize
a particular transmission and/or extract its parameters. This technique en-
ables separation between signal and noise components and it can be adopted
for signal classification. This spectrum sensing method has high computa-
tional and implementation requirements. It is worth to mention that the cyclo-
stationary method outperforms the ED method if the noise power is wrongly
estimated.

To the above mentioned spectrum sensing algorithms, we can add also
other algorithms derived from the spectral analysis such as: multi-taper spec-
tral analysis, wavelet transforms and filter banks receivers based sensing
methods. Generally, the spectrum sensing techniques can be classified as
shown in figure 2.1
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Figure 2.1 Classification of spectrum sensing techniques.

2.3 Statistical Detection Techniques

The concept of statistical detection is well studied in many fields such as:
radar, communication engineering and statistical signal processing. Recently,
this concept has been applied for spectrum sensing in cognitive radio net-
works. In this section, some detection techniques are presented in order to be
used for spectrum sensing and detection in CRN. Generally, spectrum sensing
can be modeled as a binary hypothesis testing problem, given as

y(n) =

w(n) , H0

hx(n) + w(n) , H1

(2.1)

where y(n) are the complex samples of the sensed radio signal, x(n) are
samples of the transmitted primary user signal, h is the gain of the channel
between the PU and the CR user, and w(n) are samples of the noise over a
bandwidth B.
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2.3.1 Maximum A Posteriori Detection (MAP)

This detector uses the posteriori probabilities under hypothesis H1 and
H0 for the received signal y(t) to perform the hypothesis testing. The MAP
detector is expressed as

ln
[

P(H1|y)
P(H0|y)

]
= Λ(y) ≶H0

H1
0 = λ (2.2)

where, P(H1|y) and P(H0|y) are the posterior probabilities of y(t) under
hypothesis H1 and H0, respectively. Using the Bayes principal we can rewrite
(2.2) as

Λ(y) = ln
[

P(y|H1)

P(y|H0)

]
≶H0

H1
ln
(

P(H0)

P(H1)

)
= λ

′
(2.3)

We can notice here that the computation of the detection threshold λ
′
needs

the knowledge of the prior probabilities of the hypothesis H0 and H1.

2.3.2 Maximum Likelihood Detection (ML)

The ML detector is considered as the simplest detector which could be
derived from the MAP detector when the prior probabilities of H1 and H0 are
given such P(H1) = P(H0) = 0.5. The ML detector criteria is given by,

Λ(y) = ln
[

P(y|H1)

P(y|H0)

]
≶H0

H1
0 = ξ (2.4)

As one can see, the ML detector sets aside the prior probabilities of the
hypothesis H0 and H1. Accordingly, this detector may not perform well when
P(H1) 6= P(H0).

2.3.3 The Neyman-Pearson Detection

The Neyman-Pearson Detector is quite useful in spectrum sensing. It con-
sists on maximizing the probability of detection P(Ω(y) > λ|H1) when the
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probability of false alarm P(Ω(y) > λ|H0) is set to be constant, where Ω(y) is
the likelihood ratio given by

Ω(y) =
P(y|H1)

P(y|H0)
. (2.5)

The Neyman-Pearson detection criteria is given by

Ω(y) ≶H0
H1

λ. (2.6)

2.4 Detection performance

In spectrum sensing, the principal objective is to detect the presence of sig-
nals in the observed band, which consists in a binary decision between two
hypothesis ’signal present’ and ’signal absent’. For the evaluation of any de-
tector, we need metrics to assess the effectiveness of the detection decision.
The performance of the detection are expressed in terms of probability of false
alarm Pf a, that is the probability that the decision metric Y exceeds the thresh-
old λ in the hypothesis H0 such:

Pf a = Pr(Y > λ|H0), (2.7)

and in terms of probability of detection Pd, that is the probability that the
decision metric Y exceeds the threshold λ in the hypothesis H1 such

Pd = Pr(Y > λ|H1). (2.8)

The probabilities Pf a and Pd are considered as the standard metrics used to
evaluate the performance of a detector. These metrics are severely related to
the right setting threshold value. The key problem in this regard is illustrated
in Figure 2.2 which shows probability density functions of received signal un-
der H1 and H0 Hypothesis.
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Figure 2.2 Threshold in ED: trade off between missed detection and false alarm.

2.5 Energy Detection Based Spectrum Sensing

The energy detector based spectrum sensing (ED) is the most popular
method used to detect signals, known as radiometry in classical literature. Af-
ter the pass band filter, with pass bandwidth W, the filtered signal then is
amplified using a low noise amplifier and is down-converted to an intermedi-
ate frequency. Next, the received signal is sampled and quantized via an A/D
converter. Finally, the resulting signal is squared and integrated over the sens-
ing period T (N = 2TW, N: sample size), where T = NTs and Ts is the signal
sampling period. The test statistic at the output of the integrator is compared
with the threshold to make a final decision.

In the literature, we come across various algorithms indicating that energy
detection can be implemented both in time and also frequency domain using
Fast Fourier Transform (FFT) as shown in figure 2.3.
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Figure 2.3 Energy detector: (a) time domain (b) frequency domain

2.5.1 Energy Detector

Generally, spectrum sensing can be modeled as a binary hypothesis testing
problem as given in (2.1).

According to the Neyman-Pearson criterion, the likelihood ratio for the
binary hypothesis test in (2.1) can be formulated as

ΩLR =
fy|H1

(x)
fy|H0

(x)
(2.9)

where fy|H(x) is the probability density functions (PDF) of the received
signal y under hypothesis H, where H ∈ {H1, H0}. Then, the log-likelihood

ratio (LLR) can be written as the form a + b
N
∑

n=1
|y(n)|2 where N is the total

number of samples and a and b are parameters. As we see, the LLR is propor-
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tional to
N
∑

n=1
|y(n)|2 which is the test statistic of energy detector when x(t) is

zero mean complex Gaussian [33].

The ideal ED test that we consider is

Λ(y) =
1
σ2

1
N

N

∑
n=1
|y(n)|2 ≶H0

H1
λ (2.10)

where λ is the detection threshold. Assume that the signal samples are
x(n) ∼ CN(0, 2S) and the signal to noise ratio is ρ = S/σ2. For the Gaussian
channel, the test statistic Λ(y) follows a non central and a central chi-squared
distribution under H1 and H0 respectively with 2N degrees of freedom [34].
Accordingly, the detection probability and the false alarm probability can be
derived as [35],

Pd = P[Λ(y) > λ|H1] = QN(
√

2Nρ,
√

λ) (2.11)

Pf a = P[Λ(y) > λ|H0] = Γ(N, λ/2) (2.12)

where, Γ(a, b) = 1
Γ(N)

∞∫
b

ua−1exp(−u)du is the upper incomplete Gamma

function and Γ(.) is the Gamma function.QN(a, b) defines the generalized

Marcum Q-function, and it is formulated as, QN(a, b) =
∞∫
b

uNexp(−(u2 +

a2)/2)IN−1(au)/aN−1du

where Iν(.) is the modified Bessel function of the first kind of order N − 1.

The expression of Pf a in equation (2.12) is independent of ρ (SNR). Under
fading, the value of ρ may vary. In this case, the probability of detection in
equation (2.11) is given for the instantaneous SNR. Meaning that the resulting
probability of detection may be derived by averaging equation (2.11) over the
fading statistics.

Pd =
∫
x

QN(
√

2Nρ,
√

λ) fρ(ρ)dρ (2.13)
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where fρ(ρ) is the probability density function (pdf) of SNR under fading.
Under Rayleigh fading, ρ has an exponential distribution given as fρ(ρ) =
1
ρ̄ exp(− ρ

ρ̄ ) for ρ ≥ 0 and ρ̄ = E[ρ] is the mean SNR. The authors in [35], derive
a closed form expression for the detection probability, given by

Pd = exp
(
−λ

2

) N−2

∑
n=0

1
n!

(
λ

2

)n
+

(
1 + ρ̄

ρ̄

)N−1
exp

(
−λ

2 + 2ρ̄

)
− exp

(
−λ

2

) N−2

∑
n=0

(
λρ̄

2(1+ρ̄)

)n

n!


(2.14)

where ρ̄ is the average SNR as determined by path-loss and the transmitted
power of the primary user.

Figures 2.4 and 2.5 provide plots of CROC (Complementary Receiver Op-
erating Characteristic) and ROC (Receiver Operating Characteristic) curves re-
spectively, under AWGN and Rayleigh fading scenarios. ρ̄ and N are assumed
to be -5 dB and 60, respectively. It is shown that Rayleigh fading degrades the
performance of energy detector significantly.
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Figure 2.5 ROC curves for the energy detection under AWGN and Rayleigh fading
channels

Using the Central Limit Theorem (CLT), the distribution of the test statistic
(2.10) can be approximated with a Gaussian distribution for a sufficiently large
number of samples. The Probability of False Alarm and the Probability of
Detection, can be approximated, respectively, as [36]:

Pf a = Q

(
λ− Nσ2

w√
2Nσ4

w

)
(2.15)

Pd = Q

(
λ− N(σ2

w + σ2
x)√

2N(σ2
w + σ2

x)
2

)
(2.16)

where SNR = σ2
x

σ2
w

.

Figure 2.6 shows the Gaussian approximation of Pf a and Pd. The exact
curves (using Chi2 distribution) match well with the Gaussian approximation
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(using CLT) when SNR and N are assumed to be -5 dB and 100. This confirms
the validity of the CLT approximation for the distribution of the test statistic
for a sufficiently large number of samples.
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Figure 2.6 ROC curves for the energy detection with Gaussian approximation

2.5.2 Noise Power Uncertainty in Energy Detection

The energy detection (ED) that is adopted when the signal to be detected
is completely unknown and no feature detection is therefore possible and this
due to the simplicity of its implementation. The performance of the ED has
been studied in previous section, where a perfect knowledge of the noise
power at the receiver was assumed, allowing thus a proper threshold de-
sign. In that case, the ED can work with arbitrarily small values of proba-
bility of false alarm and arbitrarily high probability of detection, by using a
sufficiently long observation interval, even in low signal-to-noise ratio (SNR)
regimes. However, in real systems the detector does not have a perfect knowl-
edge of the noise power level. The noise level is unknown and varies in time,
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causing critical implications for energy detection. The main problem derived
by noise uncertainty is the problem of the so called SNR wall. This SNR wall is
defined to as the value of SNR under which the detection may not be possible
even for infinitely long observation samples [37].

Setting the threshold too high based on the wrong noise variance, would
never allow the signal to be detected. If there is a x dB noise uncertainty,
a lower bound for the detectable SNR can be expressed as SNRwall =

10log10[(x/10) − 1]dB. This expression is only valid when the signal is not
affected by fading. For example, if there is a 0.03dB uncertainty in the noise
variance, then the signal in −21dB SNR cannot be detected using the energy
detector.

2.6 Matched Filter Based Spectrum Sensing

The matched filter based spectrum sensing (MF) is known to be the opti-
mum detector of the transmitted signal, in the sense that it maximizes the SNR
at the output of a linear filter used to compute the detection metric [38] [39].
The output of MF is compared with a threshold to decide about the presence
or absence of a signal. MF assume a perfect knowledge of the signal structure
such as the operating bandwidth, frequency, modulation type, pulse shape,
packet format, etc. to demodulate the received signals. A wrong information
about the PU s signal will result in a remarkable degradation in the detection
performance of MF based spectrum sensing. On the other hand, most wire-
less communication systems exhibit certain patterns, such as pilot tones, such
pilots that primary users embed in their transmission in order to perform syn-
chronization and to allow channel estimation. If the pilot signals are perfectly
known to cognitive radio sensor, they will allow a coherent detection which
achieves the best possible robustness with respect to noise [40].

The detection is the test of the same binary hypotheses problem in (2.1).

In this binary hypotheses x(n) is the known pilot data, w(n) is a Gaussian
noise with variance σ2

w.

The decision statistic for MF based spectrum sensing can be stated as:
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T =
N

∑
n=1

y(n)x(n)† (2.17)

where x(n)† is the transpose conjugate of the pilot sequence.

the binary decision rule can be expressed as :

Decide f or

H0 i f T < λ

H1 i f T ≥ λ
(2.18)

where λ is the threshold to be compared with the decision statistic T, which
is set to meet a desired P f a.

In [41], it was shown that the decision statistic T follows a Gaussian distri-
bution such:

T ∼

N(0, σ2
nγ) , H0

N(γ, σ2
nγ) , H1

(2.19)

where γ =
N
∑

n=1
yp(n)2 Therefore, the Pd and the Pf a metrics for MF based

spectrum sensing can be evaluated as:

Pf a = Pr(T > λ|H0) = Q(
λ√
σ2

nγ
) (2.20)

and

Pd = Pr(T > λ|H1) = Q(
λ− γ√

σ2
nγ

) (2.21)

The MF based spectrum sensing method requires short observation inter-
vals to achieve a good detection performance. Although it is an ideal detection
method, it cannot be adopted in a CR scenario if the cognitive user has not the
knowledge of the primary interfere waveform. However, as being the optimal
detector, its performance can be adopted as reference.
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2.7 Cyclostationary Based Spectrum Sensing

In wireless communication, communication signals possess periodicity
properties resulting in cyclostationary features. This periodicity may result
from modulation, transmitted pilot or preambles. Such statistical periodic-
ity is exploited in cyclostationary detection for cognitive radio by examining
cyclic autocorrelation function (CAF) [42] or, equivalently in frequency do-
main by spectrum correlation function (SCF) [43]. This method is used to de-
termine whether the PU is present or not having the knowledge that the noise
does not have any cyclostationary or periodicity properties. Authors in [44]
have treated the cyclostationry feature analysis in the general context of sig-
nal processing. In the context of CR, such analysis is used for spectrum sens-
ing [45], [46]. The cyclostationary feature detection method can perform better
than the energy detection method when cyclostationary features are properly
identified. However, this method requires a higher sampling rate to get a
sufficient number of samples, which increases the computational complex-
ity. Moreover, the detection performance is largely affected when the spectral
correlation density is weak which may be caused by a frequency offset and
sample timing error.

2.7.1 Cyclostationary Analysis

We consider a random process x(t). x(t) is defined as a wide sense cyclo-
stationary process if the following equations hold for the mean, Ex, and the
auto-correlation function, Rx, of x(t) such

Ex(t) = Ex(t + kT) = E[x(t)] (2.22)

Rx(t, τ) = Rx(t + kT, τ) = E[x(t)x†(t + τ)] (2.23)

where t is the time variable, τ is the lag associated with the auto-correlation
function, x†(t) is the complex conjugate of x(t), and k is an integer. The expres-
sion in (2.23) (periodic auto-correlation function) can be expressed in terms of
the Fourier series given by
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Rx(t, τ) =
∞

∑
α=−∞

Rα
x(τ)exp(2π jαt) (2.24)

where

Rα
x(τ) = lim

T→∞

∫
T

x(t +
τ

2
)x†(t− τ

2
)exp(−2π jαt)dt (2.25)

The expression in (2.25) defines the cyclic auto-correlation function (CAF),
and α is called the cyclic frequency parameter.

The spectral correlation density (SCD) function measures the spectral cor-
relation present in a cyclostationary signal. The SCD of a process x(t) is de-
fined as the Fourier transform of the CAF such

Sα
x( f ) =

∞∫
−∞

Rα
x(τ)exp(−2π jα f τ)dτ (2.26)

The expression (2.26) is used to detect an cyclostationary features in the
cyclic frequency domain meaning that cyclostationary based spectrum sens-
ing for CR exploit this property to decide about the existence of the PU. To
compute the expression in (2.26), the cyclic periodogram method is proposed
which is given by

Sα
x( f ) = lim

T0→∞
lim

T→∞

1
T0T

T0
2∫

−T0
2

XT(t, f +
1
α
)X†

T(t, f − 1
α
)dt (2.27)

where X†
T(t, θ) is the complex conjugate of XT(t, θ), and XT(t, θ) is the

Fourier transform of x(t) given by

XT(t, θ) =

t+ T
2∫

t− T
2

x(u)exp(−2jπθu)du (2.28)
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This easy way of computing the SCD such in (2.27) approximates the the-
oretical SCD if it is computed over a sufficient number of samples.

Figure 2.7 Spectral correlation density for BPSK with a signal to noise ratio of 2dB
estimated over 50 BPSK symbols

Figure 2.7 shows an example of the SCD for BPSK modulated signal esti-
mated over 50 symbols with SNR = 2dB. The cyclic frequency components
can be identified in figure 2.7 independently of the noise component appear-
ing at α = 0. Accordingly, A better estimate of SCD can be used to detect the
presence of the PU properly.

2.7.2 Cyclostationary Feature Detection for CR

In this section, we show the use of the SCD to perform spectrum sensing
for CR. The hypothesis testing of spectrum sensing can be rewritten consider-
ing the SCD as
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H0 : Sα
y( f ) = Sα

w( f )

H1 : Sα
y( f ) = Sα

x( f ) +Sα
w( f ),

(2.29)

where, Sα
w( f ) is the SCD of the additive noise w(t), and Sα

x( f ) is the SCD of
the PU signal s(t). It is known that the noise is not a cyclostationary process,
therefore, the SCD of the noise is zero for α 6= 0. Meaning that if a cyclic
components (for α 6= 0) are detected, then a signal is present. Based on this, the
statistical test can be derived for this method of the cyclostationary detector
as

Tsc = ∑
α,α 6=0

∑
f

Sα
x( f )S†α

x( f ) (2.30)

where S†α
y( f ) is the conjugate of Sα

y( f ). The statistical decision is then
given by

d =

H0 ; Tsc < λ

H1 ; Tsc ≥ λ
(2.31)

2.7.3 Cyclostationary based spectrum sensing limitations

Practical implementations of cyclostationary based detection algorithms
are typically affected by two kinds of limitations: the knowledge of the cycle-
frequencies of the signal to be detected and the presence of frequency offsets.
In addition, cyclostationary based spectrum sensing methods are generally
presenting high complexity, such as, the resolution on the cycle-frequency axis
that depends on the oversampling adopted. In order to improve the cycle-
frequency resolution a faster ADC and long observation times are required.
The adoption of oversampling implies that a certain degree of spectral redun-
dancy is always required for cyclostationary detectors.
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2.8 Eigenvalue based Spectrum Sensing

The eigenvalue based detection algorithms are based on the eigenvalues
of the covariance matrix of the received signal. The properties of these eigen-
values for the covariance matrix are exploited to decide about the presence of
the PU signal. If observed samples are noise-only samples, then all eigenval-
ues will be equal to the noise power. Otherwise if the signal is present, it will
introduce some degree of correlation in the covariance matrix. Meaning that
if the primary signal appears as white noise, the eigenvalue based detection
may fail.

Like ED detector, eigenvalues based detection is considered a a general-
purpose detector: they can be applied to any kind of transmissions and do not
require knowledge of any signal parameter or the propagation channel condi-
tions. The main drawback is the complexity of covariance matrix computation
as well as the eigenvalue decomposition.

In literature, three algorithms are studied based on the eigenvalues of the
covariance matrix of the received signal

- Energy Minimum Eigenvalue ratio detector (EME) is based on the ra-
tio of the received energy in the observed band and the minimum
eigenvalue of the covariance matrix of the received signal [47]. The
EME test statistic is given as

ΛEME =
T(N)

λmin
≶H0

H1
ξEME (2.32)

where T(N) is the estimated received energy that can be computed
as maximum likelihood estimate, as for the ED, or as average on the
eigenvalues and λmin is the smallest eigenvalue of the sample covari-
ance matrix.

- Maximum Minimum Eigenvalues ratio detector (MME)is based on the
ratio of the maximum and the minimum eigenvalues of the covariance
matrix [48] [47]. Hence the test (2.32) can now turn in

ΛEME =
λmax

λmin
≶H0

H1
ξMME (2.33)
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- Arithmetic Geometric Means detector (AGM) is based on the ratio of
the arithmetic and geometric mean of the eigenvalues of the covari-
ance matrix [49]. For the first time, this method has been proposed
to count the number of the primary users which are transmitting, and
then extended to perform also the sensing task.

2.8.1 Computation of the sample covariance matrix

The CR user receives a vector of samples y(n) with length N. For the mul-
tiple antennas case, with K receiving antennas, The covariance matrix, can be
simply estimated as

Ry(N) =
1
N

N−1

∑
n=0

y(n)y†(n) (2.34)

2.8.2 Implementation of Maximum-Minimum Eigenvalues ra-

tio detector (MME)

Let x(n), n = 0, 1, ..., MN − 1 be the received signal samples, which is
over-sampled with oversampling factor . Let define: xi(n) = x(nM + i− 1),
i = 1, 2, ..., M and n = 0, 1, ..., N − 1 We note x(n) = [x1(n)x2(n).....xM(n)]T ,
n = 0, 1, . Choose a smoothing factor L and we compose y such

y(n) = [x(n)Tx(n− 1)T ....x(n− L− 1)T ]T (2.35)

To implement MME we follow this steps

Step1: Compute the sample covariance matrix using 2.34.

Step2: Compute the threshold ξMME

ξMME =
(
√

N +
√

ML)2

(
√

N −
√

ML)2

(
1 +

(
√

N +
√

ML)−2/3

(NML)1/6 F−1
1 (1− Pf a)

)
(2.36)

Where F1 is the Tracy-Wisdom distribution of order 1 [8] and Pf a

is the required probability of false alarm. The values of the Tracy-
Wisdom distribution are given in Table 2.1.
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t -3.90 -3.18 -2.78 -1.91 -1.27 -0.59 0.45 0.98 2.02

F1(t) 0.01 0.05 0.10 0.30 0.50 0.70 0.90 0.95 0.99

Table 2.1 Numerical table for the Tracy-Wisdom distribution of order 1 [8]

Step3: Compute the maximum eigenvalue and minimum eigenvalue of
the matrix Ry(N) and denote them as γmax and γmin, respectively.

Step4: Determine the presence of the signal based on the eigenvalues and
the threshold: if T = γmax

γmin
> ξMME, then, the signal is present; other-

wise, the signal does not exist.
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Figure 2.8 ROC curves for MME method under different SNR for 10000 simulation
Monte Carlo

In figure 2.8, we depict the performance detection (ROC curve) of the MME
ratio based sensing method under different SNR. It can be seen that the detec-
tion performance improves when the SNR increase.
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2.9 Spectrum Sensing Methods between strength

and weakness

The ED method is based on measuring the energy in a given frequency
band and decide if it is / is not greater than a threshold. This method is simple
and it is chosen for the simplicity of its implementation. However, it presents
some limitation such: unknown noise level which is varying in time, causing
threshold mismatching and the problem of the the SNR wall. The problem
of unknown noise level can be solved by Maximum Minimum Eigen values
(MME) Detection method which can estimate the noise and set properly the
threshold.

Cyclostationary detection method identifies features of signals using the
cyclic autocorrelation function. At low SNR, cyclostationary detection per-
forms better than ED. However, it requires more data to be processed in order
to get detailed information about the spectrum which result in a very complex
computation.

When the transmitted signal is completely known to the CR receiver, it is
seen that the optimum spectrum sensing technique is the matched filter detec-
tor and it can be adopted as reference. Matched filter detection needs a prior
knowledge of the received signal, such as frequency, bandwidth, modulation
type, pulse shaping. Therefore, MF requires a shorter sensing time to achieve
a good detection performance compared to cyclostationary detection and en-
ergy detection. The main disadvantage is that MF method is able to detect the
presence or absence of one specific signal. However ED and cyclostationary
method are able to detect several signals in a large spectrum range.

2.10 Other Spectrum Sensing Methods

The spectrum sensing techniques mentioned above are the most important
ones proposed in the literature for CR applications. To this list, we can add
also other techniques.
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2.10.1 Covariance Based Spectrum Sensing

Generally, the covariance of PU signals and the additive noise are different.
This difference is exploited to decide about the presence of a PU signal. The
authors in [50] have proposed a test statistics based on the sample covariance
matrix of the received signal for spectrum sensing. The sample covariance of
the received signal y(n) is expressed as

∧
RL(ν, υ) =


R(0) R(1) ... R(L− 1)

R(1) R(2) ... R(L− 2)

. . ... ..

R(L− 1) R(L− 2) ... R(0)

 (2.37)

For a limited sample size N, the elements of
∧
RL are given by

R(l) =
1
N

N−1

∑
n=0

y(n)y(n− l)† f or l = 0, 1, ..., L− 1 (2.38)

As it was mentioned in the eigenvalue based spectrum sensing, under hy-

pothesis H0 , the elements of
∧
RL are all equal to zero except the diagonal el-

ements which are equal to the noise power. However, under hypothesis H1,
the non diagonal elements would become nonzero. Based on this finding, one
could detect the presence of PU signal. In this context, a statistical test have
been proposed as follow

T =
T1

T2
(2.39)

where T1 = 1
L

L
∑

ν=1

L
∑

υ=1
|
∧
RL(ν, υ)| and T2 = 1

L

L
∑

ν=1
|
∧
RL(ν, ν)|

To decide about the presence of the PU signal, the ratio T is compared to a
predefined threshold such
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decision =

H0 ; T < λ

H1 ; T ≥ λ
(2.40)

As eigenvalue based spectrum sensing, covariance based sensing assume
the existence of correlation in the sensed PU signals. Meaning that if the PU
signal appears as white noise, the covariance based detection may also fail.

2.10.2 Wavelet Based Spectrum Sensing

The Wavelet transform is a way of decomposing a signal of interest into
a set of basis waveforms, called wavelets, in order to detect singularities or
changes in the power spectral density (PSD). Thus, Wavelets are proposed
for spectrum sensing by detecting edges in the PSD of a wideband signal [5].
This is done under the assumption that the irregularities in the power spec-
tral density represent the spectral boundaries. This boundaries correspond to
transitions from an occupied band to an empty band or vice versa. Once the
powers within bands between two edges are estimated and using edge posi-
tions, the detection is performed by characterizing the frequency spectrum as
occupied or empty. The edge detection of a wideband signal is illustrated in
figure 2.9.
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Figure 2.9 The PSD structure of a wideband signal with N bands [5]

For signal detection, the wavelet approach avoids the use of multiple nar-
rowband bandpass filters (BPF) and offers the advantage of simple receiver
architecture. However, it requires high sampling rate under the discrete do-
main.

2.10.3 Filter Bank Based Spectrum Sensing

The application of filter bank for spectrum sensing in CR is proposed in
[51]. When a set of bandpass filters are used to estimate the signal spectra
for multicarrier communications in CRN. To perform wide spectrum sensing
using such filters, the signal power at the outputs of each subcarrier channel
is measured. This method presents the inconvenient of the requirement of
many bandpass filters in the receiver. Besides, the implementation of the filter
bank approach needs a large number of RF components for wideband sensing.
However, the filter bank based spectrum sensing resuls in a lower variance
when the PSD is low (due to its better response of the bandpass filter).
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2.10.4 Multitaper Method Based Spectrum Sensing (MTM)

This method was first proposed by Thomson [52] in order to analyze cli-
mate data. The MTM refers to methods for estimating power spectral using
the set of orthogonal sequences such as the popular discrete prolate spheroidal
(also called Slepian) sequences, as the windows applied to particular peri-
odogram [53]. In his overview paper [54], Haykin had presented a possible
application of MTM to CR detection.

The spectrum estimate is given as the average of all particular peri-
odograms using Slepian sequence. These sequences present a property that
most of the energy of its Fourier transforms is confined within a limited fre-
quency band for a finite sample size. This nice feature allows to reduce vari-
ance of the spectral estimate without energy leakage into adjacent bands. The
corresponding power spectrum estimate is given as

PMTM( f ) =
1
n

n−1

∑
i=0

1
λi
|

N−1

∑
k=0

wi[k]x[k]exp(−2jπ f k|2 (2.41)

Where n is the used windowing sequences (Slepian sequence), wi are the
ith sequence and λi are their corresponding eigenvalues. Therefore, as a Non-
parametric method, MTM is considered to be a well suited method for multi-
Band spectrum sensing in CRN.

2.10.5 High-order Statistics Based Spectrum Sensing

Higher-order statistics (HoS) based spectrum sensing algorithms have
been recently proposed for CR [55] and [56]. In the most of the CR applica-
tions, the first-order and second-order statistics have been used to detect the
PU signals, whereas HoS algorithms are based on the third and higher order
statistics, representing by some basic statistics such as moment and cumulant.
HoS based spectrum sensing methods have been used also to make classifica-
tion of certain kinds of PU waveforms. HoS methods have been considered as
alternative solutions to obtain better detection performance compared to the
traditional detection methods based on the first and second-order statistics.
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2.11 Cooperative Spectrum Sensing

The cooperative spectrum sensing technique can be applied to sense the
environment and detect active transmissions if the detection is hard using
one user (single detection) due to the low SNR condition and hidden terminal
problem. Cooperative sensing can be implemented in two fashions: central-
ized or distributed. In Centralized cooperative spectrum sensing strategies, a
central unit (fusion center) collects sensing information from CR users, as il-
lustrated in figure 2.10, resulting in detection performance improvement [57],
in terms of detection probability, reduction of the sensing time, and contrast
of the hidden node problem. The sensing data that must be exchanged among
the CR nodes is the main cost related to cooperation.

According to the kind of information shared among cognitive nodes, we
distinguish two group of cooperative algorithms: hard fusion and soft fusion
schemes. In hard fusion scheme cognitive radio users share their local de-
cision, However in soft fusion scheme, they report their measurement (such
their received energy) to make a better decision. It has been prouved that, soft
fusion can achieve a higher detection probability than hard fusion in detri-
ment of an increase of the data to be transmitted to the fusion center [57].

Since hard fusion requires the transmission of one bit, it fits very well with
energy consumption which is a crucial constraint to be minimized. For these
reasons, the next section will be focused on the optimization of cooperative
spectrum sensing. It is worth to mention that within the next section, we
will always refer to centralized cooperative schemes, in which the sensing
information is reported to a fusion center, which has a role to merge all the
measurements and perform the final decision.

In many scenarios such as in ad hoc cognitive radio networks, deploying
a central fusion may not be feasible. Therefore, in order to perform detec-
tion, distributed spectrum sensing would be required in such cognitive radio
networks as illustrated in figure 2.11. In this scheme, CR users make a local
sensing and establish communication links with their own neighbors to lo-
cally exchange sensing information among them in order to make their own
decisions.
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Figure 2.10 Schematic illustration of centralized cooperative spectrum sensing
scheme
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Figure 2.11 Schematic illustration of distributed cooperative spectrum sensing
scheme

2.12 Conclusion

This chapter presented the topic of spectrum sensing for CR and explained
how spectrum sensing algorithms can be classified. In addition, the chap-
ter provides some comparisons between this algorithms and advantages and
drawbacks of each one. Some common used algorithms for sensing are ex-
plained and studied. Beside, the conventional energy detector and system
model has been discussed. The following chapter will be focused on the study
of the cooperative spectrum sensing and throughput optimization problem.
Finally, we give a short introduction to cooperative spectrum sensing which
will be our concern in the next chapter.
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One of the most important challenges for a CR system is to perform spec-
trum sensing in a fading and shadowing environment. Cooperation among
multiple CRs helps to enhance the reliability of detection of the primary user
(PU) when a single CR performs unreliable decision. In this chapter, we study
cooperative spectrum sensing (CSS) in its centralized scheme with different
combining rules implemented in the fusion center (FC). The performance of
CSS is analyzed under two different operational modes, namely, CPUP (Con-
stant Primary User Protection) and CSUSU (Constant Secondary User Spec-
trum). Moreover, the relationship between CR users throughput and sensing
time is studied for both scenarios and under different combining rules.

3.1 Introduction

As a key technique of spectrum sensing for Cognitive Radio (CR), coop-
erative sensing was proposed to combat some sensing problems as fading,
shadowing, and receiver uncertainty problems [58]. As shown in figure 3.1,
CR3 suffers from the receiver uncertainty problem because it is located outside
the transmission range of primary transmitter and it is unaware about the ex-
istence of primary receiver. So, transmission from CR3 can interfere with the
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reception at primary receiver. CR2 suffers from multipath and shadow fading
causing by building and trees. The main idea of cooperation is to improve the
detection performance by taking advantage of the spatial diversity, in order to
increase the detection probability to better protect a primary user, and reduce
false alarm to utilize the idle spectrum more efficiently.

Figure 3.1 Sensing problems (receiver uncertainty, multipath and shadowing).

The three step process of cooperative sensing [59]:

• The fusion center selects a channel or a frequency band of interest for
sensing and requests all cooperating CR users to individually perform
local sensing.

• All cooperating CR users report their sensing results via the control
channel.

• Then the FC fuses the received local sensing information to decide
about the presence or absence of signal
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To implement these processes seven elements of cooperative sensing are
presented from [6] as illustrated in figure 3.2.

• Cooperation models: is concerned with how CR users cooperate to
perform sensing.

• Sensing techniques: this element is crucial in cooperative spectrum
sensing to sense primary signals by using signal processing tech-
niques.

• Hypothesis testing: in order to decide about the presence or absence
of a PU, a statistical test is performed to get binary decision on the
presence of PU.

• Control channel and reporting: is used by CR users to report sensing
result of each CR users to the FC.

• Data fusion: is a process of combining local sensing data to make co-
operation decision.

• User selection: in order to maximize the cooperative gain, this element
provides us the way to optimally select the cooperating CR users.

• Knowledge base: means a prior knowledge included PU and CR user
location, PU activity, and models or other information in the aim to
facilitate PU detection.
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Figure 3.2 Elements of cooperative spectrum sensing [6].

3.2 Related Works

The decision on the presence of PU is achieved by combining all individ-
ual decisions of local SUs at a central Fusion Center (FC) using various fusion
schemes. These schemes can be classified as hard decision fusion, soft decision
fusion, or quantized (softened hard) decision. In [60], a logic OR fusion rule
for hard-decision combining was presented for cooperative spectrum sens-
ing. In [61], two simple schemes of hard decision combining are studied: the
OR rule and the AND rule. In [62]- [63], another sub-optimal hard decision
scheme is used called Counting Rule. In [64] that half-voting rule is shown
as the optimal decision fusion rule in cooperative sensing based on energy
detection. In [65] a soft decision scheme is described by taking linear combi-
nation of the measurements of the various cognitive users to decide between
the two hypotheses. However, in [66] collaborative detection of TV transmis-
sions is studied while using soft decision using the likelihood ratio test. It is
shown that soft decision combining for spectrum sensing achieves more pre-
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cise detection than hard decision combining. And this was confirmed in [67]
when performing Soft decision combination for cooperative sensing based on
energy detection. Some soft combining technologies are discussed in [68], [69]
and [70] as square-law combining (SLC), equal gain combining (EGC) and
square-law selection (SLS) over AWGN, Rayleigh and Nakagami-m channel.

3.3 Issues in Cooperative Spectrum Sensing

Cooperative spectrum sensing scheme involves many important issues
that need to be addressed which are summarized as

- Cooperation Overhead and the Reporting Channel: in designing a co-
operative spectrum sensing technique, one must be aware about the
overhead associated with the cooperation protocol. The cooperation
overhead needs to be minimized to maximize the spectral efficiency.
For that, we need to design a reporting channel such that the overhead
associated with the cooperation is minimized

- Unreliable received measurement: when using non optimum detec-
tor, the received measurement from CR user to FC may be unreliable
leading to significant errors in the decisions made by the fusion center.

- Security Issues : In cooperative sensing networks, jammers, and in-
truders try to disturb the sensing process. Therefore, a cooperative
detection needs to resist to different attacks.

- Spatial Limitation: One needs to consider a the geographic range or
the spatial limitation for cooperative spectrum sensing. Otherwise, it
is possible the cell range covered by the network is large and certain
cognitive radio users could use the spectrum without causing harm-
ful interference due to sufficient spatial separation, however, these CR
users may not be allowed to transmit since the fusion center had re-
ported that a PU is present in the environment.
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3.4 System Model

Consider a cognitive radio network, with K cognitive users (indexed by
i ∈ {1, 2, ..., K}), and a fusion center to sense the spectrum in order to detect
the existence of the PU, suppose that each CR performs local spectrum sensing
independently by using N samples, and makes its own observation based on
the received signal. Hence, the spectrum sensing problem can be formulated
as a binary hypothesis testing problem with two possible hypothesis H0 and
H1. It is worth to mention that the channels between different CR users and
the PU user are considered as independent, meaning that no channel correla-
tion is considered in the system model.

H0 : yi(n) = wi(n)

H1 : yi(n) = hix(n) + wi(n),
(3.1)

Where x(n) is samples of transmitted signal (PU signal), wi(n) is the re-
ceiver noise for the ith SU which is assumed to be an i.i.d. random process
with zero mean and variance σ2

wi
and hi is the complex gain of the channel be-

tween the PU and the ith SU (AWGN channel); H0 and H1 represent whether
the signal is absent or present respectively. Using energy detector, ith SU will
compare the collected energy Ei with a predefined threshold λi to get the de-
cision ∆i whether the PU channel is occupied or idle [71].

Ei =
N

∑
n=1

y2
i (n) (3.2)

∆i =

1 Ei > λi

0 otherwise
(3.3)

Detection probability Pd,i and false alarm probability Pf ,i of the CR user i
are defined as:

Pd,i = Pr(∆i = 1|H1) = Pr(Ei > λi|H1) (3.4)
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Pf ,i = Pr(∆i = 1|H0) = Pr(Ei > λi|H0) (3.5)

Assuming that λi = λ for all SU, the detection probability, false alarm
probability and miss detection probability over AWGN channels can be ex-
pressed as follows respectively [72]

Pd,i = Qm(
√

2γi,
√

λ) (3.6)

Pf ,i =
Γ(m, λ

2 )

Γ(m)
(3.7)

Pm,i = 1− Pd,i (3.8)

Where γi is the signal to noise ratio (SNR) for CR node i, m = TW is time
bandwidth product, QN(., .) is the generalized Marcum Q-function, Γ(.) and
Γ(., .) are complete and incomplete gamma function respectively.

According to the central limit theorem, Ei is asymptotically normally dis-
tributed if N is large enough. In this case, we can model the statistics of Ei as a
Gaussian distribution with mean (Nσ2

wi
) and variance (2Nσ4

wi
) under hypoth-

esis H0, and as Gaussian distribution with mean (N[σ2
wi

+ σ2
s ]) and variance

(2N[σ2
wi

+ σ2
s ]2) under hypothesis H1.

In this way, for large N (long sensing time), the Probability of False Alarm
and the Probability of Detection, can be approximated, respectively, as

Pf ,i = Q(
λ− Nσ2

wi√
2Nσ4

wi

) (3.9)

Pd,i = Q(
λ− N(σ2

wi
+ σ2

s )√
2N(σ2

wi
+ σ2

s )
2
) (3.10)
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3.5 Fusion Rules

This section gives a summary of some fusion rules that are being compared
in the study.

3.5.1 Hard fusion rules

In this scheme, each user locally decides on the presence or absence of
the primary user and sends a one bit decision to the data fusion center. One
advantage of this method is the easiness and that it needs less bandwidth
[67]. When binary decisions are reported to the common node, three rules
of decision can be used such as AND, OR, and majority rule. Assume that
the individual statistics ∆(i) are quantized to one bit with ∆(i) = 0, 1; is the
hard decision from the ith user , 1 means that a signal is present and 0 means
that the signal is absent. The AND rule decides that a signal is present if all
users have detected a signal. The cooperative test using the AND rule can be
formulated as fellow

H1 :
K
∑

i=1
∆(i) = K

H0 : otherwise,
(3.11)

The OR rule decides that a signal is present if any of the users detects a signal.
Hence, the cooperative test using the OR rule can be formulated as fellow:

H1 :
K
∑

i=1
∆(i) > 1

H0 : otherwise,
(3.12)

The third rule is the voting rule that decides on the signal presence if at least M
of the K users have detected a signal with 1 6 M 6 K. The test is formulated
as:

H1 :
K
∑

i=1
∆(i) > M

H0 : otherwise,
(3.13)

A majority decision is a special case of the voting rule when M = K/2, the
same as the AND and the OR rule which are also special cases of the voting
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rule for M = K and M = 1 respectively. Cooperative detection probability Qd

and cooperative false alarm probability Q f are defined as:

Qd : Pr{∆ = 1|H1} = Pr{
K
∑

i=1
∆(i) > M|H1}

Q f : Pr{∆ = 1|H0} = Pr{
K
∑

i=1
∆(i) > M|H0},

(3.14)

Where ∆ is the final decision. Note that OR rule corresponds to the case of
M = 1, so

Qd = 1−
K

∏
i=1

(1− Pd,i) (3.15)

Q f = 1−
K

∏
i=1

(1− Pf ,i) (3.16)

And the AND rule can be evaluated by setting M = K.

Qd =
K

∏
i=1

Pd,i (3.17)

Q f =
K

∏
i=1

Pf ,i (3.18)
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Figure 3.3 ROC for the hard fusion rules under AWGN channel, SNR = −2dB, K = 3
users, and energy detection over 1000 samples.

As shown in figure 3.3, the OR rule has better detection performance than
AND rule which provides slightly better performance at low P f a than the
OR, because the data fusion center decide in favor of H1 when at least one
CR user detects PU signal, however in AND rule, to decide the presence of
primary user, all CR users must detect the PU signal. The result shows that
increasing number of users improves the detection performance comparing
with the non-cooperative case.

3.5.2 Soft data fusion

In soft data fusion, CR users forward the entire sensing data result to the
center fusion without performed any local decision and the decision is made
by combining these results at the fusion center by using appropriate com-
bining rules such as square law combining (SLC), maximal ratio combining
(MRC) and square law selection (SLS). Soft combination provides better per-
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formance than hard combination, but it requires a wider bandwidth for the
control channel [73]. It also requires more overhead than the hard combina-
tion scheme [67].

3.5.2.1 Square Law Combining (SLC)

It is one of the simplest soft methods, a linear soft combining scheme [74],
in this method the estimated energy in each node is sent to the center fusion
and there they will be added together. Then this summation is compared to
a threshold to decide on the existence or absence of the primary user and a
decision statistic is given by

ESLC =
K

∑
i=1

Ei (3.19)

Where Ei designs the statistic from the ith SU. The detection probability and
false alarm probability are formulated as follow

Qd,SLC = QmK(
√

2γSLC,
√

λ) (3.20)

Q f ,SLC =
Γ(mK, λ/2)

Γ(mK)
(3.21)

where γSLC =
K
∑

i=1
γi and γi is the received SNR at cognitive radio i.

3.5.2.2 Maximum Ratio Combining (MRC)

The difference between this method and the SLC is that in this method the
energy received in the center fusion from each user is multiplied to a weight
and then added. This weight depends on the distance from the SU and PU
and the SNR of the channel that separates them.

γMRC =
K

∑
i=1

wiγi (3.22)
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Over AWGN channels, the probabilities of false alarm and detection under
the MRC diversity scheme can be given by

Qd,MRC = Qm(
√

2γMRC,
√

λ) (3.23)

Q f ,MRC =
Γ(m, λ/2)

Γ(m)
(3.24)

3.5.2.3 Selection Combining (SC)

In the SC scheme, the fusion center selects the branch with highest SNR,
and the decision statistic is given by

γSC = max(γ1, γ2, ..., γK) (3.25)

Over AWGN channels, the probabilities of false alarm and detection under the
SC diversity scheme can be given by

Qd,SC = Qm(
√

2γSC,
√

λ) (3.26)

Q f ,SC =
Γ(m, λ/2)

Γ(m)
(3.27)

Figure 3.4 shows the ROC curves of different soft combination schemes under
AWGN channel; we observe from this figure that the MRC scheme exhibits
the best detection performance but it requires channel state information. The
SLC scheme does not require any channel state information and still present
better performance than SC, the optimal scheme is SLC when any information
of channel is given.
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Figure 3.4 ROC for soft fusion rules under AWGN channel with K=3 users, and en-
ergy detection with m=5.

3.5.3 Quantized data fusion

In this scheme, we try to realize a tradeoff between the complexity and
overhead, instead of one bit hard combining where there is only one threshold
dividing the whole range of the detected energy into two regions, a better
detection performance can be obtained if we increase a number of threshold
to get more regions of observed energy.

In [67], the two-bit hard combining scheme is proposed when dividing the
whole range of the detected energy into four regions, in the following, we
propose a three-bit combining scheme.

In the three-bit scheme, seven threshold λ1, λ2..., λ7, divide the whole
range of statistics into 8 regions as it is depicted in figure 3.5. Each CR user
forwards 3 bit information to point out the region of the observed energy. We
decide about the presence of the signal if any one of the observed energies
falls in region 7, and for all regions we define some weights as a decision cri-
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terion (w7, w6..., w0), so nodes that observe higher energies in upper regions
have greater weights than nodes that observe lower energies in lower regions.

Figure 3.5 Principle of three-bit hard combination scheme.

The presence of the signal of interest is decided at the decision center by
using the following equation

7

∑
i=1

wini ≥ K (3.28)

where K is the total number of nodes in the network, ni is the number of
observed energies falling in region i and wi is the weight value of region i.
Figure 3.6 shows a ROC curves for quantized data fusion with 2-bit and 3-bit
hard combination, this figure indicates that the proposed 3-bit hard combina-
tion scheme presents much better performance that the 2-bit hard combination
scheme at the cost of one more bit of overhead for each CR user, this scheme
can achieve a good trade-off between detection performance and complexity.
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Figure 3.6 ROC curves for quantized data fusion under AWGN channel with SNR =

−2dB, K = 3 CR users and N = 1000 samples.

Figure 3.7 shows a ROC curves for the fusion rules under AWGN channel.
As the figure indicates , all fusion methods outperform single node sensing,
the soft combining scheme representing here with the SLC rule outperforms
the hard and quantized combination at the cost of control channel overhead,
the 3-bit quantized combination scheme shows a comparable detection per-
formance to the SLC with less complexity and overhead.
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Figure 3.7 ROC for combining fusion rules under AWGN channel with K = 3 users,
SNR = −2dB using energy detection with N = 1000 samples.

3.6 Cognitive Radio Transmission Scenarios

In this section, the sensing performance of a CR and a CR network is eval-
uated under two different operational modes, CPUP (Constant Primary User
Protection) and CSUSU (Constant Secondary User Spectrum Usability) trans-
mission modes. The CPUP mode guarantees a minimum level of interference
to the PU (we fix the probability of detection at the required level) and try to
find a trade-off between the probability of false alarm and the sensing time at
a particular SNR. The CSUSU scenario is taken from the CR perspective; by
keeping fixed the usability of unoccupied bands at a certain level (we fix the
Probability of false alarm at lower values) and try to find the trade-off between
the probability of detection and the sensing time at a particular SNR.

For this study, the energy detector (ED) is used as a method for spectrum
sensing. It has been seen that the statistics of the energy is asymptotically nor-
mally distributed if N (sample size) is large enough (the central limit theorem
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(CLT)). In this case, we can model the statistics of the energy as a Gaussian
distribution. In this section, all derived probabilities are based on CLT.

Under CPUP, we can express Pf in terms of P̄d and N as

Pf = Q(Q−1(P̄d)(1 + SNR) + SNR

√
N
2
) (3.29)

where P̄d is the required probability of detection under CPUP and SNR =

σ2
s /σ2

w is the signal to noise ratio of the PU signal at the CR.

Under CSUSU, we can express Pd in terms of P̄f and N as

Pd = Q(
Q−1(P̄f )− SNR

√
N
2

1 + SNR
) (3.30)

where P̄f is the required probability of false alarm under CSUSU.

3.6.1 Combining Rules for CSS under CR Transmission Sce-

narios

The CSS aims to improve detection sensitivity, especially when working
under low signal to noise ratio (such as the SNR level proposed by 802.22
working group, which is −22dB [75]). In the following subsections, we will
study three different combining rules for CSS: hard combining rule (OR and
AND rule), soft combining rule (Equal Gain combining rule) and quantized
combining rule (two-bit quantized combining rule). For each combining rule,
we will express the CR network probability of false alarm Q f in terms of the
required overall probability of detection Q̄d and N under CPUP scenario. We
will also formulate the CR network probability of detection Qd in terms of the
required overall probability of false alarm Q̄ f and N under CSUSU scenario.

3.6.1.1 Hard fusion rule under CPUP and CSUSU scenarios

The CR users network probabilities can be stated under CPUP and CSUSU
scenarios. The overall probabilities under CPUP scenario where the probabil-
ity of detection is fixed at a satisfactory level, can be expressed as
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• Under OR rule.

Q f = 1−
K

∏
i=1

(1−Q(Q−1(1− (1− Q̄d)
1
K )(1 + SNRi) + SNRi

√
N
2
)

(3.31)

• Under AND rule.

Q f =
K

∏
i=1

Q((Q−1(Q̄d)
1
K )(1 + SNRi) + SNRi

√
N
2
) (3.32)

Similarly for the CSUSU scenario, the overall false alarm probability of the
CR users network is set constant at Q̄ f , and the overall probability of detection
can be expressed as

• Under OR rule.

Qd = 1−
K

∏
i=1

(1−Q(
Q−1(1− (1− Q̄ f )

1
K )− SNRi

√
N
2

1 + SNRk
)) (3.33)

• Under AND rule.

Qd =
K

∏
i=1

Q(
Q−1(Q̄ f

1
K )− SNRi

√
N
2

1 + SNRi
) (3.34)

3.6.1.2 Soft fusion rule under CPUP and CSUSU scenarios

Equal Gain Combining (EGC) or Square Law Combining (SLC) (as de-
scribed in section 3.5.2.1), is one of the simplest linear soft combining rules. In
this method the estimated energy in each node is sent to the fusion center in
which they will be added together. The summation is compared to a threshold
to decide on the existence or absence of the PU. The decision statistic is given
by

EEGC =
K

∑
i=1

Ei (3.35)
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where Ei denotes the statistic from the ith CR user. It was proved that
EEGC has a chi-square distribution with N ∗ K degree of freedom. According
to the central limit theorem, the distribution of EEGC can be approximated to
a Gaussian distribution if the product N ∗ K is large enough. In this case, the
overall detection probability and false alarm probability for CR users network
can be written as follows

Qd = Q(

λ− N(
K
∑

i=1
σ2

wi
+ σ2

s )√
2N(

K
∑

i=1
σ2

wi
+ σ2

s )
2

) (3.36)

Q f = Q(

λ− N
K
∑

i=1
σ2

wi√
2N

K
∑

k=1
σ2

wi

) (3.37)

Therefore, we can derive the CR network probabilities under CPUP and
CSUSU scenarios based on EGC combining rule.

In CPUP, we fix the probability of detection at Q̄d , and the Q f is expressed
as:

Q f = Q(Q−1(Q̄d)(1 + SNR) + SNR

√
NK
2

) (3.38)

Similarly, Qd under CSUSU when fixing the probability of false alarm at
Q̄ f can be expressed as:

Qd = Q(
Q−1(Q̄ f )− SNR

√
NK
2

1 + SNR
) (3.39)



74
3. Optimization of Centralized Cooperative Spectrum Sensing for Cognitive Radio

Networks

3.6.1.3 Quantized fusion rule under CPUP and CSUSU scenarios

In this section, we consider the two-bit combining rule to be studied under
CPUP and CSUSU scenarios. The two-bit combining rule is proposed in [67]
when dividing the energy region into four sub-regions and assigns different
weights to each sub-region. Instead of one bit hard combining, two bits are
used to indicate the decision. The presence of the signal of interest is decided

at the FC when
3
∑

i=0
wini > L2, where ni is the number of observed energies

falling in region i. Different weights are allocated for the four sub-regions,
w0 = 0, w1 = 1, w2 = L, andw3 = L2. In this case, the PU is declared present
if any one of the observed energies falls in region 3, or L ones fall in region
2, or L2 ones fall in region 1, (L is a parameter to be optimized). The scheme
is shown in figure 3.8, where λ1, λ2, and λ3 are the thresholds for the energy
detector.

Figure 3.8 The 4 energies regions for the two-bit combination scheme.
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For the two-bit combining rule with K cooperative users, the Q f is given
as

(1−Q f )(1 + ρ)K =
L2−1

∑
i=0

(
K

i

) {
Ji

∑
j=0

(
i

j

)
(1− β f 1)

i−j(β f 2 − β f 1β f 2)
j

}
ρi

(3.40)

with Ji = min
{
b L2−1−iw1

w2−w1
c, i
}

; β f 1 =
Pf 2
Pf 1

; β f 2 =
Pf 3
Pf 2

; and ρ =
Pf 1

1−Pf 1

Pf i is the false alarm probability in region i and β f 1, β f 2 are parameters
to be optimized. The optimal values of β f 1, β f 2 can be found numerically by
maximizing the overall detection probability of the CR network Qd given by

Qd = 1−
L2−1

∑
i=0

((
K

i

)
(1− Pd1)

K−1

{
Ji

∑
j=0

(
i

j

)
(Pd1 − Pd2)

i−j(Pd2 − Pd3)
j

})
(3.41)

where Pdi is the detection probability in region i. Under CPUP scenario,
we fix the probability of detection at Q̄d , and we can rewrite (3.41) as:

(1− Q̄d)(1 + ρ)K =
L2−1

∑
i=0

(
K

i

) {
Ji

∑
j=0

(
i

j

)
(1− βd1)

i−j(βd2 − βd1βd2)
j

}
ρi

(3.42)

with βd1 = Pd2
Pd1

; βd2 = Pd3
Pd2

; and ρ = Pd1
1−Pd1

In (3.42), βd1, βd2, and L are parameters to be optimized. Similarly to [67],
these parameters can be found by minimizing the overall false alarm proba-
bility given in (3.44) under CSUSU scenario. For our simulations, we fix the
values of βd1, βd2, K, and L. The parameter ρ can be found numerically by
solving the equation (3.42). Then we can find Pd1, Pd2 and Pd3 based on the
values of ρ ,βd1 and βd2. Finally, the false alarm probability in each region can
be computed as:
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Pf i = Q(Q−1(Pdi)(1 + SNR) + SNR

√
N
2
) (3.43)

The overall false alarm probability of networks can be written as:

Q f = 1−
L2−1

∑
i=0

((
K

i

)
(1− Pf 1)

K−1

{
Ji

∑
j=0

(
i

j

)
(Pf 1 − Pf 2)

i−j(Pf 2 − Pf 3)
j

})
(3.44)

Similarly, under CSUSU and for a fixed false alarm probability Q̄ f and
optimized values of β f 1, β f 2 and L, we can use equation (3.40) to search ρ

numerically. Then we find Pf 1, Pf 2 and Pf 3 based on ρ, β f 1, β f 2 given in (3.40).
After that we compute the detection probability Pdi in each region based on
the following expression:

Pdi = Q

Q−1(Pf i)− SNR
√

N
2

1 + SNR

 (3.45)

Finally, we can conclude the overall detection probability of networks by us-
ing the expression (3.41).

3.6.2 Performances detection of CSS under CPUP and CSUSU

Transmission mode

In this section, we have performed MATLAB simulations to study the per-
formances detection of CSS under CPUP and CSUSU Transmission mode. It
should be noted that all selected simulation parameters are based on the IEEE
802.22 WRAN. The frame duration (T) is set to 100 ms and the bandwidth
channel of the PU is fixed to be 6MHz. The signal to noise ratio SNR is put to
−18dB for all K CR users. In a first step we will evaluate the detection perfor-
mances of the different schemes under the CPUP and CSUSU scenarios as a
function of the sensing time. Figure 3.9 shows the overall false alarm probabil-
ity curves of the OR hard combining rule, the AND hard combining rule, the
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two-bit quantized combining rule and EGC soft combining rule over AWGN
channel under CPUP scenario. For the two-bit quantized combining rule, we
set L = 2, βd1 = 0.6 and βd2 = 0.3. Under CPUP, we fix the network detection
probability to 0.95 with K = 10 CR users.

Figure 3.9 Probability of false alarm versus sensing time under CPUP scenario using
different combining rules (K=10, Q̄d = 0.95)

Figure 3.9 indicates that the two-bit quantized combining rule exhibits
much better performance than the one-bit quantized combining rule in terms
of probability of false alarm to the detriment of one bit of overhead, the EGC
soft combining rule has better performance comparing to other schemes at the
expense of bandwidth overhead. Therefore, the two-bit quantized combining
rule achieves a good trade-off between performance detection and overhead.
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Figure 3.10 Probability of detection versus sensing time under CSUSU scenario using
different combining rules (K=10, Q̄ f = 0.05)

In figure 3.10, we plot the overall detection probability curves of the OR
hard combining rule, AND hard combining rule, the quantized two-bit com-
bining rule, and EGC soft combining rule over AWGN channel under CSUSU
scenario. For the two-bit quantized combining rule, we set L = 2, β f 1 = 0.25
and β f 2 = 0.1. Under CSUSU, we fix the network false alarm probability to
0.05.

As it was shown previously under CPUP, the two-bit quantized combin-
ing rule exhibits much better performance that the one-bit quantized com-
bining rule in terms of probability of detection at the expense of one bit of
overhead. The EGC soft combining rule outperforms the other rules however
it requires more bandwidth overhead of reporting channel. In this case, the
two-bit quantized combining rule achieves a good trade-off between perfor-
mance detection and overhead.
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3.7 Throughput Optimization for Cooperative Spec-

trum Sensing in CRN

Through the mechanism of spectrum sensing, we aim to get the optimal
sensing time, in order to maximize the user data throughput of the CR net-
work. The optimum capacity throughput of the CR users according with the
requirements about the sensing accuracy must be searched.

In [76], the CR users network throughput is maximized subject to adequate
protection provided to PUs by determining the optimal k-out-of-N combin-
ing rule. The sensing-throughput relationship is also analyzed. In [77], opti-
mal multi-channel cooperative sensing algorithms are considered to maximize
the CR users network throughput subject to per channel detection probability
constraints. The problem is solved by an iterative algorithm. In [78] the op-
timal sensing duration is studied to maximize the achievable throughput for
the secondary networks. The motivation behind throughput Optimization,
is to provide solutions to realize a tradeoff between the performance of CSS
in terms of detection and throughput and overhead in terms of the reporting
channel bandwidth and complexity.

3.7.1 Throughput Optimization under CR Transmission Sce-

narios

In this section, we analyze the relationship between the CR users capacity
(throughput) and sensing capabilities for CSS under the CPUP and CSUSU
scenarios. For this study, we consider a TDM based system in which each
frame consists of one sensing slot of duration (t) plus one data transmission
slot of (T-t), with T is the total frame duration. The CR users network might
operate at the PU licensed band if the fusion center decides that the channel is
idle, this occurs in two cases:

1- When the PU is inactive and the channel is declared idle, the probabil-
ity of that state can be written as: P(H0|H0) = P(H0)(1− Pf ).

2- When the PU is active and the channel is declared idle, the probability
of that state can be written as: P(H0|H1) = P(H1)(1− Pd).



80
3. Optimization of Centralized Cooperative Spectrum Sensing for Cognitive Radio

Networks

The channel utilization or the normalized capacity of the system can be
expressed as [76]

C =

(
1− t

T

) [
(1− Pf )P(H0) + (1− Pd)P(H1)

]
(3.46)

The objective is to determine the optimal sensing time (t) such that the CR
users network throughput is maximized. In the case of CSS, this objective can
be formulated as follows:

maxC =

(
1− t

T

) [
(1−Q f )P(H0) + (1−Qd)P(H1)

]
(3.47)

Subject to:

0 < t < T

Qd > Q̄d

Q f 6 Q̄d

(3.48)

Referring to [79], the optimization problem presented in (3.47) is a convex
optimization problem if it satisfies the constraint Q f (t) 6 1

2 , which is the case
for practical CR systems.

Thereafter, we can find the optimal t∗ = argmax(C) numerically for K
number of CR users and respecting the constraints given in (3.48) under the
two scenarios CPUP and CSUSU for different combining rules presented in
section 3.6.1.

3.7.2 Capacity Optimization detection for CSS under CPUP

and CSUSU Transmission mode

In this section, we have performed MATLAB simulations to evaluate the
optimization problem (3.47). It should be noted that all selected simulation
parameters are based on the IEEE 802.22 WRAN. The frame duration (T) is
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set to 100 ms and the bandwidth channel of the PU is fixed to be 6MHz. The
signal to noise ratio SNR is put to −18dB for all K CR users. In this section,
we present simulations results to show the relationship between CR users net-
work throughput and the sensing time for cooperative spectrum sensing. The
PU absent probability on the channel is P(H0) = 0.8, and The PU present
probability on the channel is P(H1) = 0.2.

Figure 3.11 shows the normalized capacity of the CR user network under
CPUP scenario using different combining rules. In figure 3.9, it was observed
that that false alarm probability decreases with increasing the sensing time
which suppose to increase the CR users capacity. However, figure 3.11 points
out that increasing the sensing time does not result in a monotonic increas-
ing of the throughput of the CR users networks. There is an optimal sensing
time at which the CR users network throughput is maximized. It is seen that
the EGC soft combining rule exhibits the shortest sensing time with the high-
est value of capacity comparing to the other combining rules. The two-bit
quantized combining rule outperforms the one-bit quantized combining rule
in terms of optimal sensing time and the corresponding maximum capacity.
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Figure 3.11 Normalized capacity versus sensing time under CPUP scenario using
different combining rules (K=10, Q̄d = 0.95)

Figure 3.12 shows the normalized capacity of the CR network under
CSUSU scenario using different combining rules. Therefore, there is no op-
timal sensing time as it was found under CPUP scenario, this result is trivial
in the sense that the expression of the capacity is more dominated by the first
term (1−Q f ) in (3.47) which is fixed under CSUSU scenario.
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Figure 3.12 Normalized capacity versus sensing time under CSUSU scenario using
different combining rules (K=10, Q̄ f = 0.05)

3.8 Conclusion

In this chapter, we have presented the cooperative spectrum sensing as an
effective method to combat many effects such as multipath fading and shad-
owing and hidden node problem. Firstly, the effect of fusion rules for coopera-
tive spectrum sensing (CSS) has been studied and compared. It was shown via
simulations that the EGC soft combining rule outperforms the hard and the
two-bit quantized combining rules and the quantized two-bit combining rule
exhibits better performance detection than the hard combining rule. We have
extended the two-bit quantized scheme to three-bit quantized scheme, allow-
ing to get comparable detection performance as EGC soft combining rule with
less overhead. Then, the performance of CSS has been investigated under two
operational scenarios, namely, CPUP and CSUSU using different combining
rules (OR, AND, EGC and the quantized two-bit). Through this study, we
have confirmed the effectiveness of the combining rules. Further, the rela-
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tionship between CR users throughput and sensing time has been studied for
both scenarios and under different combining rules. The simulation results
showed that under CPUP, there is an optimal sensing time for which the CR
users network throughput is maximized. The optimal sensing time and the
corresponding maximized value of the CR users throughput depend on the
combining rule used. The highest value of the throughput can be obtained by
the EGC soft combining rule. The two-bit quantized combining rule which
has been derived in this paper could be an appropriate combining rule to real-
ize a trade-off between performances (in terms of detection and throughput)
and overhead (in terms of complexity and reporting channel bandwidth). In
this chapter, we have considered Gaussian approximation of different proba-
bilities, one could extend it by considering the exact distribution (chi-square
distribution) and derived all expression of overall probabilities. In the next
chapter, we will study a blind method of local sensing based on statistic test
(Goodness of Fit test).



Blind Spectrum Sensing

Based on Statistic test

(GoF test)
4

4.1 Introduction

Recently, the Goodness of-Fit Test (GoF) has been applied for hypothesis
testing in the case of spectrum sensing for cognitive radio (CR). GoF sensing
has the nice feature that it only needs a few samples to perform sensing. In this
chapter, we first review the most popular GoF sensing methods for cognitive
radio. We propose then a new spectrum sensing method based on GoF test
of the energy of the received samples with a chi-square distribution. Based
on the energy of the received samples, we compare the existing GoF sensing
methods in the literature. If needed, the GoF spectrum sensing methods are
adapted and modified to cope with complex samples at the input. Secondly,
we propose the LLR-GoF sensing method in which a chi-square distribution
is used for GoF testing, and also study some typical impairment for spectrum
sensing, i.e. the effect of a non Gaussian noise and noise uncertainty on the
performance of GoF based sensing. As a model for the non Gaussian noise,
we used the Gaussian mixture (GM). Thirdly, we propose two GoF sensing
methods and compare them against the conventional Anderson Darling (AD)
sensing. The first proposed method consists in splitting the received samples
in blocks, and applying the GoF sensing among the blocks. In the second
method, we propose a new GoF test statistic by taking into account the phys-
ical characteristic of spectrum sensing. The derived GoF sensing method re-
sults in significant improvement in terms of sensing performance. Finally, we
present a wideband spectrum sensing scheme using GoF based sensing.
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4.2 Goodness of Fit Tests

GoF tests were proposed in mathematical statistics by measuring a dis-
tance between the empirical distribution of the observation made and the as-
sumption distribution. In CRNs, GoF sensing is used to solve a binary de-
tection problem and to decide whether the received samples are drawn from
a distribution with a Cumulative Distribution Function (CDF) F0, represent-
ing the noise distribution, or there are drawn from some distribution different
from the noise distribution. The hypothesis to be tested can be formulated as
follows:

H0 : Fn(x) = F0(x)

H1 : Fn(x) 6= F0(x),
(4.1)

for a random set of n independent and identically distributed observations
and where Fn(x) is the empirical CDF of the received sample and can be cal-
culated by:

Fn(x) = |{i : xi ≤ x, 1 ≤ i ≤ n}/n|, (4.2)

where | • | indicates cardinality, x1 ≤ x2 ≤ .... ≤ xn are the samples under
test and n represents the total number of samples.

Many goodness of fit test are proposed in literature. The most impor-
tant ones are the Kolmogorov- Smirnov test, the Cramer-von Mises test, the
Shapiro-Wilk test and the Anderson-Darling test. In the following, we recall
briefly these GoF tests.

A. Kolmogorov- Smirnov test (KS test): In this test the distance between
Fn(x) and F0(x) is given by:

Dn = max|Fn(x)− F0(x)|, (4.3)

where Fn(x) is the empirical distribution which is defined in (4.2). If the
samples under test are coming from F0(x), then, Dn converges to 0.

The distribution density function of the KS test is independent of the distri-
bution of noise under H0. The distribution of Dn under H0 can be formulated
as [80]
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F(Dn|H0; x) =
+∞

∑
j=−∞

(−1)jexp(−2j2x2) (4.4)

B. Cramer-Von Mises (CM test): In this test, the distance between Fn(x)
and F0(x) is defined as:

T2
n =

∞∫
−∞

[Fn(x)− F0(x)]2 dF0(x). (4.5)

By breaking the integral in (5) into n parts, T2
n can be writen as:

T2
n =

n

∑
i=1

[zi − (2i− 1)/2n]2 + (1/12n), (4.6)

with zi = F0(xi)

C. Anderson-Darling test (AD test): This test can be considered as a
weighted Cramer-Von Mises test where the distance between Fn(x) and F0(x)
is given by:

A2
n =

∞∫
−∞

[Fn(x)− F0(x)]2
dF0(x)

F0(x)(1− F0(x))
. (4.7)

The expression of A2
n can be also simplified to:

A2
n = −n−

n
∑

i=1
(2i− 1)(ln zi + ln(1− z(n+1−i)))

n
, (4.8)

with zi = F0(xi).

The distribution of A2
n under H0 can be written as [81]

F(A2
n|H0; x) =

√
2π

x

+∞

∑
j=0

aj(4j + 1)exp(− (4j + 1)2π2

8x
)

+∞∫
0

exp((
x

8(w2 + 1)
− (4j + 1)2π2w2

8x
))dw

(4.9)

where aj = (−1)jΓ(j + 1
2 )/(Γ(

1
2
)j!)
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4.3 Spectrum Sensing method based on GoF test

using chi-square distribution

As a starting point, we recall the model in [82] in which the authors con-
sider an AWGN channel.

H0 : y(i) = w(i)

H1 : y(i) =
√

ρx + w(i),
(4.10)

where H0 and H1 represent the hypothesis of absence and presence of a
primary signal, respectively. x represents the transmitted signal, ρ is the sig-
nal to noise ratio (SNR), w(n) is the real Gaussian noise with zero mean and
unit variance and y(n) are real valued. In [82], the sensing method is based
on testing the GoF of the received samples compared to the Gaussian distri-
bution.

The authors in [82] assumed that the transmitted signal x = 1, in other
words, the data is represented as y(i) =

√
ρ + w(i). The model in 4.10 does

not reflect a realistic scenario, as normally the received signal is complex and
can vary in time.

We have proposed to start from the more general hypothesis test:

H0 : y(i) = w(i)

H1 : y(i) =
√

ρx(i) + w(i),
(4.11)

where x(i) are the received complex samples of the transmitted signal and
w(i) is the complex Gaussian noise. We now consider the random variable
Y(i) = |y(i)|2 which corresponds to the received energy. It is proven that the
variable Y(n) is chi-squared distributed with 2 degree of freedom under H0

hypothesis.
Proof:
Let Z(1), Z(2) · · · Z(n) be real independent random variable with Z(n) v

N(0, 1). If Y =
n
∑

i=1
Z(i)2 then Y follows the chi-square distribution with n de-

grees of freedom, and denoted as Y v χ2
i . In our case, we consider Z(i) com-

plex normal distributed variable and Y(i) = |Z(i)|2 = α(i)2 + β(i)2, where
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α(i) and β(i) are real and imaginary part of Z(i) which are normal distributed
variable. Therefore Y(i) is chi-square distributed variable with 2 degree of
freedom under hypothesis H0.

We will consider a normal noise in order to be able to compare the different
GoF sensing methods, this assumption is not limiting. The performance of the
GoF sensing is independent of the noise distribution, as the distribution of
GoF test statistic (A2

n, T2
n , Dn, .. ) under H0 is independent of the F0(y) [81]

[80] [83] [82].
The spectrum sensing problem can be reformulated as a test hypothesis

represented in (4.11) where we test whether the received energy Y(i) = |y(i)|2

samples are drawn from a chi-square distribution with 2 degrees of freedom
or not. The CDF of the chi-square distribution is given by:

F0(y) = 1− e−y/2σ2
n

m−1

∑
k=0

1
k!
(

y
2σ2

n
)k, y > 0, (4.12)

with 2m is the degree of freedom (in our case m = 1).
In summary, the proposed GoF sensing method follow these steps:

Step1 From the complex received samples y(i), calculate the energy samples
Y(i) = |y(i)|2

Step2 Sort the sequence {Y(i)} in increasing order such as Y(1) ≤ Y(2) ≤
· · · ≤ Y(n)

Step3 Calculate the GoF test statistic T∗ , with F0 given in (4.12).
use (4.3) for KS GoF sensing
use (4.6) for CM GoF sensing
use (4.8) for AD GoF sensing

Step4 Find the threshold λ for a given probability of false alarm such that:

P f a = P{T∗ > λ|H0}. (4.13)

Step5 Accept the null hypothesis H0 if T∗ ≤ λ, where T∗ is the GoF test statistic
(KS, CM or AD) . Otherwise, reject H0 in favour of the presence of the
signal.
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The value of λ is determined for a specific value of Pf a. Tables listing values of
λ corresponding to different false alarm probabilities Pf a are given according
to the test considered. Otherwise, these values can be computed by Monte
Carlo approach.

4.3.1 Performance comparison of existing GoF sensing meth-

ods

In this subsection, we will analyze and compare the performance of exist-
ing GoF sensing methods.

Thereafter, simulation results are presented to show the sensing perfor-
mance of various GoF sensing methods compared to the conventional ED
sensing. Figure 4.1, shows the ROC curves of GoF sensing methods (AD,
CM and KS) and ED sensing for a fixed number of 80 samples and a given
SNR equal to −6dB. It is clear that ED sensing outperforms the considered
GoF sensing methods. Likewise, AD sensing is the best among the considered
GoF sensing methods. This is indeed confirmed in the simulation results as
shown in Figure 4.2, where the detection probability versus SNR is plotted for
a fixed number of 80 samples and at given false alarm probability P f a = 0.05.
ED sensing has better performance than the three GoF sensing methods. To
achieve 90% of detection probability, ED sensing outperforms AD sensing of
about 1dB, and AD sensing presents a slight difference in gain compared to
CM sensing and KS sensing of about 0.2dB and 0.5dB respectively.
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Figure 4.1 Detection probability versus false alarm probability of various GOF test
based sensing at SNR = −6dB and n = 80 samples
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Figure 4.2 Detection probability versus SNR for different GOF tests based sensing
with P f a = 0.05 and n = 80 samples

4.4 Adaptation of existing GoF tests for spectrum

sensing

In this section, we apply some existing GoF statistic tests for spectrum
sensing. We adapt the GoF sensing algorithms to be used for complex input
samples. The performance of the methods will then be evaluated.

4.4.1 Modified AD GoF sensing

The AD test assigns weights to both tails of the distribution. In [84], au-
thors proposed a modified form of the AD test using the weight function
that emphasizes the upper tail deviation. The weight function is ψ(x) =

[1 − F(x)]−1. By introducing this weight in the generalized following test
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statistic.

A2
c = n

+∞∫
−∞

(F(y)− F0(y))2ψ(F0(y))dF0(y) (4.14)

we get a modified Anderson Darling statistic which can be calculated as:

MAD =
n
2
− 2

n

∑
i=0

z(i) −
n

∑
i=0

(2− (2i− 1)
n

)log(1− z(i)) (4.15)

with z(i) = F0(y)

The resulting test can be applied to spectrum sensing by following the
same steps as in Section 4.3. Through Monte-Carlo simulation, we can derive
the threshold corresponding to some critical values of the probability of false
alarm. It was found that to target a P f a value of 0.01, the decision threshold
must be set to 2.062.

to test the enhancement of the modified AD GoF sensing, Monte-Carlo
simulations were performed. In Figure 4.3, we show detection performance
as a function of SNR for a fixed value of P f a = 0.05 and limited number of
samples n = 80. It can be seen that the modified AD sensing outperforms the
AD sensing of about 0.1dB gain.
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Figure 4.3 Detection probability versus SNR for modified AD GoF sensing with
P f a = 0.05 and n = 80 samples

4.4.2 Chi-square GoF test for spectrum sensing

The Chi-square test is a GoF test commonly used for testing whether ob-
served data are representative of a particular distribution. The chi-square test
is an alternative to the AD, CM and KS GoF tests. While AD, CM and KS
GoF tests are restricted to continuous distributions, Chi-square GoF test can
be applied to discrete distribution such as the binomial and the Poisson distri-
bution.

In general, the chi-square test statistic is given as

χ2 =
k

∑
i=1

(Oi − Ei)
2

Ei
(4.16)

where Oi is the observed frequency for bin i and Ei is the expected frequency
for bin i. The expected frequency is calculated by:

Ei = n(F(Yu)− F(Yl)) (4.17)
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where F is the CDF for the distribution being tested, Yu is the upper limit for
class i, Yl is the lower limit for class i, and n is the sample size. The test is
sensitive to the choice of the bins. Although there is no optimal choice for the
number of bins k, there are several formulas which can be used to calculate
this number based on the total sample size n. For example, the following
empirical formula:

k = 1 + log2n (4.18)

To apply chi-square test for spectrum sensing, we propose the following
method

Step1 From the complex received samples y(i), calculate the energy samples
Y(i) = |y(i)|2

Step2 Sort the sequence {Y(i)} in increasing order such as Y(1) ≤ Y(2) ≤
· · · ≤ Y(n)

Step3 Calculate k based on 4.18.

Step4 Break down the sorting sequences into k bins.

Step5 calculate the chi-square test statistic given in 4.16, taking in account that
the distribution being tested is F0, given in 4.12.

Step6 Find the threshold λ for a given probability of false alarm through
Monte-Carlo simulation, otherwise, the chi-square GoF test approaches
the chi-square distribution with degrees of freedom equals to k −
1 as n −→ ∞.

The performance of the chi-square GoF sensing method is numerically
evaluated through Monte-Carlo simulations. In Figure 4.4, we show the de-
tection probability versus SNR for a given false alarm probability P f a = 0.05
and for total received samples n = 80. It is clear that the proposed method
performs less than the AD based sensing, however, it presents a slight good
performance compared to AD based sensing at very low SNR.
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Figure 4.4 Detection probability versus SNR for chi-square GoF sensing over AWGN
channels with P f a = 0.05 and n=80 samples

4.4.3 Order Statistic (OS) GoF sensing method

The order statistic is a GoF test based on ρ-vector which provides a direct
judgment of fit with the considered distribution. The elements of ρ-vector are
the quantiles of order statistics [85]. OS GoF test can be used to assess the
distribution under hypothesis H0 (F0), by deriving the ρ-vector.

To perform OS GoF sensing, we propose the following steps.

Step1 From the complex received samples y(i), we calculate the energy sam-
ples Y(i) = |y(i)|2

Step2 Calculate zi such as:

zi = F0(yi) (4.19)

with F0 given in 4.12.
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Step3 Sort the element zi in ascending order such as z(1) ≤ z(2) ≤ · · · ≤ z(n)

Step4 Perform the β CDF transformation of the ordered zi to obtain the ρ -
vector

ρi = β(z(i); i, n− i + 1) (4.20)

where β(x; α, β) denotes beta CDF with α and β are shape parameters of
the distribution. ρi can be simplified (by applying integration by part)
to the following expression:

ρi =
n

∑
j=i

n!
j!(n− j)!

zj
(i)(1− z(i))

(n−j) (4.21)

Step5 Arrange ρi in an ascending order such as ρ(1) ≤ ρ(2) ≤ · · · ≤ ρ(n)

Step6 Calculate the test statistic Γos [86]

Γos =
n

∑
i=1
|ρ(i) −

i
(n + 1)2 | (4.22)

Once the test Γos is computed, it will be compared to a predefined threshold λ

and the statistical test reduces to:

H0 : Γos ≤ λos

H1 : Γos > λos,
(4.23)

with λos is the threshold that is dependent on the required probability of false
alarm.

Likewise, the performance of the OS GoF sensing is evaluated and com-
pared to AD sensing. In Figure 4.5, we show the detection performance of OS
sensing when the SNR was varied from −20dB to 5dB (keeping the samples
number n=80 and for fixed P f a = 0.05). It is shown that the performance of
the proposed OS sensing is superior to the performance of AD sensing.

The table 4.1 gives some critical value of P f a and the corresponding deci-
sion threshold, theses values are derived by Monte-Carlo simulations.
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Pfa 0.1 0.05 0.01

Threshold 31.082 32.774 36.526

Table 4.1 Threshold values for some given P f a with n = 80 samples (OS Sensing)
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Figure 4.5 Detection probability versus SNR for OS sensing with P f a = 0.05 and
n=80 samples

4.5 Spectrum Sensing Based on The Likelihood Ra-

tio Goodness of Fit test

In this section, a blind spectrum sensing method based on goodness-of-fit
(GoF) test using likelihood ratio (LLR) is studied. In the proposed method,
a chi-square distribution is used for GoF testing. The performance of the
method is evaluated through Monte Carlo simulations.
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4.5.1 Likelihood based Goodness of fit test

In [87], the author proposes a new, more general approach of parametriza-
tion to construct a general GoF test. With this approach, they could generate
the traditional GoF tests including KS, CM and AD. Moreover, they provided
also a new, more powerful GoF test, based on likelihood ratio. The author
in [87] formulated the hypothesis test as follows:

H0 : H0(t) : Fn(t) = F0(t) f or all t ∈ (−∞, ∞)

H1 : H1(t) : Fn(t) 6= F0(t) f or some t ∈ (−∞, ∞)
(4.24)

meaning that testing H0 versus H1 is equivalent to testing H0(t) versus H1(t)
for every t ∈ (−∞, ∞).

Two types of statistic for testing H0 versus H1 were proposed :

Z =

∞∫
−∞

Zt dw(t), and (4.25)

Zmax = sup
t∈(−∞,∞)

{Zt w(t)} (4.26)

with Zt a statistic for testing Ho(t) versus H1(t) and w(t) some weight func-
tion. Large values of Z or Zmax will reject a null hypothesis H0. In [87], au-
thors presents two natural candidates for Zt, the Pearson χ2 test statistic and
the likelihood ratio (LLR) test statistic. The LLR test statistic is given by:

G2
t = 2n[Fn(t) log{ Fn(t)

F0(t)
}+ (1− Fn(t)) log{1− Fn(t)

1− F0(t)
}]. (4.27)

where Fn(t) is the empirical distribution function of the received samples.
Taking in (4.25) Zt as G2

t and choosing an appropriate weight function
w(t), produces a powerful goodness of fit tests statistic ZA, comparing to the
traditional tests.

ZA = −
n

∑
i=1

[
log{F0(X(i))}

n− i + 1
2

+
log{1− F0(X(i))}

i− 1
2

]. (4.28)

For the proposed spectrum sensing method in this section, we will use the
test statistic ZA as LLR-GoF test. Once the test ZA is computed, it will be
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compared to a predefined threshold λ with:

H0 : ZA ≤ λ

H1 : ZA > λ,
(4.29)

4.5.2 The proposed spectrum sensing (LLR-GoF sensing)

The proposed spectrum sensing method can be summarized in the follow-
ing steps:

Step1 from the complex received samples y(i), calculate the energy samples
Y(i) = |y(i)|2

Step2 Sort the sequence {Y(i)} in increasing order such as Y(1) ≤ Y(2) ≤
· · · ≤ Y(n)

Step3 Calculate the test ZA according to (equa:llr7), with F0 given in (4.12).

Step4 Find the threshold λ for a given probability of false alarm such that:

P f a = P{ZA > λ|H0}. (4.30)

Step5 Accept the null hypothesis H0 if ZA ≤ λ . Otherwise, reject H0 in favour
of the presence of the primary user signal.

To find λ, it is worth to mention that the distribution of ZA under H0 is inde-
pendent of the F0(y). The value of λ is determined for a specific value of Pf a.
A table listing values of λ corresponding to different false alarm probabilities
Pf a is given in [87]. Otherwise, these values can be computed in advance by
Monte Carlo approach.

Figure 4.6 presents the detection probability as a function of the false alarm
probability (ROC curves) of the proposed LLR-GoF sensing method compared
to the AD-GoF sensing and the energy detection (ED). The results are obtained
by 10000 Monte-Carlo simulations. The simulations are performed using only
80 samples of the received signal with a signal to noise ratio (SNR) equal to
−6dB. It can be seen in Figure 4.6 that the proposed LLR-GoF sensing outper-
forms the AD-GoF sensing and approaches the performances of the ED based
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sensing. For example, for P f a = 0.2, the probability of detection Pd for the ED
sensing equals 0.885, for AD based sensing Pd equals 0.715. However, for the
proposed LLR-GoF sensing, Pd equals 0.862 .

In figure 4.7, the values of the detection probability versus SNR are plotted
for the three sensing methods. The Pf a is set to 0.05 and the SNR varies from
−20dB to 10dB, keeping the number of samples n to 80 samples. It can be seen
that the proposed LLR-GoF sensing has almost 1dB gain over AD GoF sensing,
however the ED sensing outperforms the proposed LLR-GoF sensing with
almost 0.2dB of gain when Pd = 0.8 and P f a = 0.05, hence the performance
of the ED sensing is indeed better than that of the proposed LLR-GoF based
sensing and AD based sensing.
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Figure 4.6 Detection probability versus false alarm probability over AWGN channels
with SNR = −6 dB and n = 80 samples
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Figure 4.7 Detection probability versus SNR over AWGN channels with P f a = 0.05
and n=80 samples

4.6 GoF Sensing Under Non Gaussian Noise and

Noise Uncertainty

4.6.1 Non Gaussian noise (GM Model)

It is worth to mention that the existing works on GoF for spectrum sens-
ing [82] [88] [86] [89] and [90] is focusing on detecting a signal in white Gaus-
sian noise. In our work, we will also focus on detecting signals in white non-
Gaussian noise. In literature, a lot of models are proposed to pattern a non
Gaussian noise. The most used models are the Gaussian Mixture model (GM)
and the generalized Gaussian model (GG). For our spectrum sensing model,
we will work with the GM model [91], as it has been used in practical appli-
cations in [92] and in radio signal detection applications in [93]. To apply the
GoF test for spectrum sensing, we need to know the Cumulative distributed
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function (CDF) of the non Gaussian noise (GM CDF). The pdf of GM noise has
three parameters α ,β , and σ and is defined as [93]:

fw(w) =
c

σ
√

2Π
[αexp(− c2w2

2σ2 ) +
1− α

β
exp(− c2w2

2σ2β2 )] (4.31)

where c =
√

α + (1− α)β2

Figure 4.8 depicts a probability distribution function (pdf) of a white non
Gaussian noise (GM) with the following selected parameters α = 0.9, β = 5
and σ = 1.
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Figure 4.8 probability distribution function (pdf) of GM noise α = 0.9, β = 5 and
σ = 1

The CDF F0 of the energy of the non-Gaussian noise samples under H0

hypothesis can be derived from the GM’s pdf. For that we have: if Y = X2
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and X is GM noise with CDF FX(x)

F0(y) = P(Y ≤ y) = P(−√y ≤ X ≤ √y)

= FX(
√

y)− FX(−
√

y)
(4.32)

Once we get the CDF of the non Gaussian noise, we apply our proposed
algorithm of subsection(4.3). Note that the knowledge of F0 is required to
apply the GoF test, therefore, if the parameters of the GM model are unknown,
they must be estimated first.

To evaluate the effect of a non Gaussian noise on the sensing performance,
we have performed simulations with the selected GM noise. We set the pa-
rameters of the non Gaussian noise as: α = 0.9, β = 5 and σ = 1. Figure 4.9
presents results of the AD GoF sensing under Gaussian noise and non Gaus-
sian noise. It is shown that the effect of considering a non Gaussian noise
decrease slightly the performance of the AD GoF sensing.
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Figure 4.9 Detection probability versus SNR under Gaussian and non Gaussian noise
for AD-GoF, with P f a = 0.05 and n = 80 samples
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Figure 4.10 shows the results of the LLR GoF sensing. Just as in the AD
GoF sensing, our proposed method is slightly degraded under non Gaussian
noise.
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Figure 4.10 Detection probability versus SNR under Gaussian and non Gaussian
noise for LLR-GoF, with P f a = 0.05 and n = 80 samples

However, it can be seen in figure 4.11 that the performance of the ED is
significantly influenced by the considered non Gaussian noise. It has to be
noted that the considered non Gaussian noise (α = 0.9, β = 5 and σ = 1) is
very unfavorable for ED. In order to obtain a Pf a = 0.05, the threshold λ in
the binary hypothesis test needs to be shifted rightly at certain level. Anyway,
GoF sensing is less effected by the non Gaussian noise, as the test is performed
on the mismatch between the measured CDF and the reference CDF F0.
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Figure 4.11 Detection probability versus SNR under Gaussian and non Gaussian
noise for ED, with P f a = 0.05 and n = 80 samples

4.6.2 Noise uncertainty

One of the main issues with ED, is the impact of noise uncertainty on the
detection performance. It is shown in [37] and [94] that ED is very sensitive
to noise uncertainty. The aim of this subsection it to study the effect of noise
uncertainty on GoF sensing methods compared to ED.

Through simulation, we have compared the impact of noise uncertainty
on both methods, ED based spectrum sensing and GoF sensing.

The noise uncertainty is modeled by letting the actual noise variance be
limited within a set given by a nominal noise variance and an uncertainty
parameter ρ such that σ2

n ∈ [ 1
ρ σ2, ρσ2].

There is a fundamental difference between ED and GoF sensing when it
comes to noise uncertainty . The energy detector suffers under noise uncer-
tainty because computing the threshold λ for the binary test requires knowl-
edge of the underlying noise variance. In order to guarantee a given false
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alarm rate Pf a, the threshold λ will be calculated for the worst case, i.e. a
noise variance of ρσ2, leading to higher values of λ and hence to a decrease in
detection probability.

In GoF sensing, the distribution of the test statistic G2
t or A2

n under the H0

hypothesis is independent of the noise distribution. As a consequence, the
value of the threshold λ for the GOF binary test will not be influenced by
the noise uncertainty. However, the calculation of the test statistic (G2

t or A2
n)

requires the exact knowledge of the underlying theoretical noise CDF F0. In
summary, for GOF sensing, noise uncertainty will, via F0, indirectly affect the
value of the test statistic, but not the detection threshold. For the simulation
of the GoF sensing under noise uncertainty, we will also follow a worst case
approach, by considering a reference noise CDF F0 given in (4.12) based on
the highest noise variance ρσ2, which will eventually lead to a reduction of
the detection probability.

In figure 4.12, we have plotted the detection probability versus SNR for
several values of noise uncertainty (0dB, 0.5dB, 2dB, 4dB) in the case of the ED
spectrum sensing method. It is shown that the performance of the ED are
significantly decreasing when the noise uncertainty level is increasing.
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Figure 4.12 Impact of noise uncertainty on ED with P f a = 0.05 and n = 80 samples
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Figure 4.13 Impact of noise uncertainty on GoF test based sensing with P f a = 0.05
and n = 50 samples

In similar way, in figure 4.13, we have plotted the detection probability
as a function of SNR when considering a noise uncertainty for GoF based
spectrum sensing. It can be seen that under uncertainty in the noise statistic
of the CDF under hypothesis H0 (F0) , the impact on the performance of the
the GoF based spectrum sensing is significantly less than the impact on energy
detection. Intuitively, this can be explained by the fact that in ED, the value
of Pf a and Pd are directly affected by the noise uncertainty. In case of GoF
based sensing the test statistic ZA ( or A2

n) is indirectly affected by the noise
uncertainty via the CDF F0 under hypothesis H0.

Note also that, in figure 4.12, for high values of noise uncertainty the Pd

drops to 0. This effect is known as the SNR wall [37]. This effect is not ob-
served in GoF based spectrum sensing for the given simulation parameters.
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4.7 New proposed GoF sensing method

4.7.1 AD sensing method based on sub-blocks

In this subsection, a new AD sensing method is proposed. The method
consists of breaking down the received signal samples into sub-blocks as de-
picted in Figure 4.14. It is worth to mention that the proposed method is ap-
plied when the distribution of the noise is Gaussian, and when we are pro-
vided with a sufficient sample size. We can summarized the method in the
following steps:

Figure 4.14 A new AD sensing method block diagram

Step1 Divide the complete received signal samples y(i) in L blocks, each block
has K samples with n = K ∗ L

Step2 Calculate the energy of each block Y(j) = ∑
K
|y(i)|2 for j = 1, ...L

Step2 Sort the sequence {Y(j)} in increasing order such as Y(1) ≤ Y(2) ≤
· · · ≤ Y(L)
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Step3 Calculate the GoF test T∗ using (4.7), with F0 given in (4.12) by adapting
the degree of freedom of the χ2 by m = 2 ∗ K .

Step4 Find the threshold λ for a given probability of false alarm (through
Monte-Carlo simulations).

Step5 Accept the null hypothesis H0 if T∗ ≤ λ . Otherwise, reject H0 in favour
of the presence of the primary user signal.

To evaluate the performances of the proposed method, Monte-Carlo simula-
tions are carried out.

In Figure 4.15, the sensing performance of the new AD sensing method is
shown with total number of samples n = 1000 and for P f a = 0.01, when the
SNR varies from−20dB to 1dB. It can be seen that when the number of block(
L = 1000 (AD GOF sensing), 100, 50 and 20) decreases, the sensing perfor-
mance is improved. This means that the GoF test is applied to a chi-squared
distribution with degree of freedom 2K = 2n/L (K = 1, 10, 20, 50) respec-
tively. The zoomed-in figure confirms the finding that increasing K results on
improving detection performance.
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Figure 4.15 Detection probability versus SNR over AWGN channels with P f a = 0.01
for the AD GoF sensing based on sub-blocks

4.7.2 Spectrum Sensing Method Based on The new GoF

statistic test

The aforementioned GoF tests use the statistical hypothesis testing in eqa-
tion 4.1( which means testing the hypothesis H0). However, in the H1 hy-
pothesis, it can be noted that the overall power of the received signal should
always be larger than the noise power, as noise and signal are uncorrelated.
Which result in having a cumulative distribution function under hypothesis
H1 on the right of the cumulative distribution function of the noise, meaning
that the area above the expected continuous CDF of the random variable (en-
ergy of samples in our case) will also increase. The above finding is based on
the property of the expected value of a non-negative random variable.
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E[X] =

∞∫
0

(1− FX(x))dx (4.33)

In our sensing model as in [95], the received energy Yi = |Xi|2 is a non nega-
tive random variable and equation (4.33) is applicable. As the received signal
{Xi} has zero means, E[Y] = E[|Xi|2] = σ2

X . Hence, we find

σ2
X =

∞∫
0

(1− FY(x))dx (4.34)

In other words, the received signal power equals the area of the region lying
above the CDF FY(x) and below the line at height 1 to the right of the ori-
gin. Under H0 hypothesis, this means that the area above F0 equals the noise
power σ2

w as depicted in figure 4.16. Under H1 hypothesis, the total power in
the received signal will increase to σ2

s + σ2
w, meaning that the area above the

expected continuous CDF of the random variable Yi will also increase, shifting
this CDF to the right.
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Therefore, the statistical hypothesis comes down to test one of these in-
equalities such as:

H0 : Fn(y) ≥ Fo(y)

H1 : Fn(y) < Fo(y)
(4.35)

The problem with the AD test (and also with the Von Mises test) is that the
deviation of the empirical CDF Fn(x) to the reference CDF F0(x) can be either
to the left and to the right as the test is based on the square of the difference
[Fn(x) − F0(x)]2. For spectrum sensing application, the sign of difference is
significant for the raison cited above. Therefore, the associated statistical of
the GoF test statistic can be given as:

Sn = n
+∞∫
−∞

[F0(y)− Fn(y)]φ(F0(y))dF0(y). (4.36)

According to the choice of the weight function φ(t), we can derive the corre-
sponding test statistic of the statistical hypothesis in (4.35).

When φ(t) = 1, the above equation(4.36) can be simplified as:
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Sn = n
+∞∫
−∞

[F0(y)− Fn(y)]dF0(y)

= n

y1∫
−∞

F0(y)dF0(y)

+ n

y2∫
y1

(F0(y)−
1
n
)dF0(y)

+ ...

+ n

yn∫
y(n−1)

(F0(y)−
n− 1

n
)dF0(y)

+ n
+∞∫

y(n)

(F0(y)− 1)dF0(y)

= −n
2
+

n

∑
i=1

((F0(y))

= −n
2
+

n

∑
i=1

(zi)

(4.37)
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When φ(t) =
1

t(1− t)
, the above equation(4.36) can be simplified as

Sn = n
+∞∫
−∞

[F0(y)− Fn(y)]φ(F0(y))dF0(y)

= n

y1∫
−∞

F0(y)
F0(y)(1− F0(y))

dF0(y)

+ n

y2∫
y1

F0(y)− 1
n

F0(y)(1− F0(y))
dF0(y)

+ ...

+ n

yn∫
y(n−1)

F0(y)− n−1
n

F0(y)(1− F0(y))
dF0(y)

+ n
+∞∫

y(n)

F0(y)− 1
F0(y)(1− F0(y))

dF0(y)

= −
n

∑
i=1

(ln(1− F0(y))− ln(F0(y)))

= −
n

∑
i=1

(ln(1− zi)− ln(zi))

(4.38)
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When φ(t) =
1

(1− t)
, the above equation(4.36) can be simplified as

Sn = n
+∞∫
−∞

[F0(y)− Fn(y)]φ(F0(y))dF0(y)

= n

y1∫
−∞

F0(y)
(1− F0(y))

dF0(y)

+ n

y2∫
y1

F0(y)− 1
n

(1− F0(y))
dF0(y)

+ ...

+ n

yn∫
y(n−1)

F0(y)− n−1
n

(1− F0(y))
dF0(y)

+ n
+∞∫

y(n)

F0(y)− 1
(1− F0(y))

dF0(y)

= −n−
n

∑
i=1

ln(1− F0(y))

= −n−
n

∑
i=1

ln(1− zi)

(4.39)

Once the test Sn is calculated, it will be compared with a decision threshold
λ to decide whether to accept H1 or reject it (accept H0). The threshold λ can
be determined according to the given value of the false alarm probability. The
decision threshold λ is computed through Monte Carlo simulation.

In Figure 4.17, the performance comparison between the new GoF sensing
method, AD GoF sensing [95] and ED sensing is depicted. This figure shows
detection performance in terms of detection probability as a function of SNR
with n = 80 and P f a = 0.05 for different weights. The new GoF sensing
method outperforms the AD sensing method. The best performance is ob-
tained with weight φ = 1

1−t corresponding to (4.39) which has comparable
detection performance with ED sensing.
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Figure 4.17 Detection probability versus SNR for the proposed GoF sensing under
different weights, with P f a = 0.05 and n=80 samples

The table 4.2 gives a corresponding λ for some critical values of P f a.

φ = 1
Pfa 0.1 0.05 0.01

Threshold 3.536 4.480 6.295

φ =
1

t(1−t)

Pfa 0.1 0.05 0.01
Threshold 21.875 28.165 39.484

φ = 1
1−t

Pfa 0.1 0.05 0.01
Threshold 12.522 16.136 23.928

Table 4.2 Threshold values for some given P f a and n=80 samples

The simulations results show that the new GoF sensing method has the
best performance and the lowest computational complexity.
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4.8 Wide-band Spectrum Sensing based on GoF

testing

A wideband spectrum sensing structure is about searching multiple bands
at a time. Wideband spectrum sensing has been studied before in the litera-
ture, such as in [96] and [97]. Wide-band spectrum sensing can be classified
according to the sampling rate into [7] : Nyquist wide-band sensing when the
sampling rate at which the signals are acquired is above the Nyquist rate, and
sub-Nyquist wide-band sensing when it below the Nyquist rate.

In this section, motivated by its nice feature mentioned in section 4.3, the
narrow-band spectrum sensing based on GoF is used for a Nyquist wide-band
sensing known also as a conventional wide-band sensing. The detailed of this
method can be found in [7].

The target of this scheme is the FFT power spectrum distribution under
H0 hypothesis. Considering Xk, the Fourier coefficient for frequency bin k of a
complex Gaussian noise vector x = {xn} of length N. It can be stated that the
kth power spectrum coefficient |Xk|2, normalized by var(Xk)/2 follows a χ2

2

distribution [7]. The wide-band sensing method is represented in figure 4.18.
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Figure 4.18 Wideband sensing method block diagram [7].

It is tested through the narrow-band GoF based Spectrum Sensing that, if
the normalized power spectrum coefficient 2|Xk |2

Nσ2 follows a χ2
2 distribution, the

H0 hypothesis is selected. Otherwise, the H1 hypothesis is selected.
Next, the performance of the Wide-band Spectrum Sensing based on GoF

testing is discussed based on synthetic data and Real Data [7].

4.8.1 Result on Synthetic Data

In order to test the performances of the proposed method, in [7], we have
considered one narrow-band signal, with high SNR, occupying a frequency
band of 10MHz. The incoming signal, {xi} which is a complex base-band
signal, is sampled at 10MHz. The parameters for the wide-band sensing algo-
rithm are listed below:

- The complex noise (AWGN) has a noise power density of 0dBm/Hz.

- K = 40 : is the number of consecutive segment,
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- N = 1024: is the number of points for the DFT ,

- K.N = 40960 is the total number of samples,

- 10kHz: equals approximately the width of the frequency bins,

- P f a = 0.01 is the fixed false alarm probability corresponding to a
threshold λ = 3, 89 [83],

- The signal to detect is a BPSK modulated signal at 3MHz and a band-
width of 25kHz.

- The modulated symbols are shaped using a RRC pulse shape with
α = 0.5.

- The power of the modulated signal is set to obtain an SNR of 10dB.

Figure 4.19 shows the empirical CDF for every frequency bin. The blue
curve corresponds to the empirical CDFs of a bin under H0 hypothesis. How-
ever, the red curve presents the empirical CDFs of a bin under H1 hypothesis.
The green curve is for the reference CDF F0 for the GoF testing which is a χ2

2. It
can be observed the presence of 3 empirical CDFs corresponding to the BPSK
signal and all the red curves (empirical CDFs) close to the F0 CDF are false
alarms.
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Figure 4.19 Empirical CDF for every frequency bin: in blue the CDFs in the H0 hy-
pothesis, in red the CDFs in the H1 hypothesis. The CDF F0 is represented in green [7].

In a second scenario, two modulated signals are considered keeping the
same previous setup.

The first signal is a BPSK modulated signal, centered at 3MHz, with
SNR = 0dB.

The second signal is a DAB mode-I signal, centered around 7MHz with
SNR = −5dB.

Figure 4.20 shows the result corresponding to the this scenario. It can be
seen that most of the frequency bins where a modulated signal is present are
tagged as occupied, with an 1 on the y-axis means that the frequency bin is
found to be in the H1 hypothesis. The rest of 1 in the H0 hypothesis, corre-
sponds to false alarms. Through this simulation, the strength of the wide-band
GoF spectrum sensing is proved.
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Figure 4.20 Wide-band sensing result on the 2 low SNR signals: N = 1024, K = 40,
λ = 3.89 [7].

4.9 Conclusion

In this chapter, we have proposed a blind spectrum sensing method based
on GoF test. The novelty in the proposed GoF sensing methods was to con-
sider the energy of the received samples and test them against a chi-square
distribution under hypothesis H0. Firstly, the chapter has provided a com-
parative study among existing GoF sensing methods as well as some other
adapted and modified GoF tests. It has been shown that ED sensing has better
detection performances compared to AD, CM and KS GoF sensing. Besides, It
has been shown that the modified AD GoF sensing outperforms the conven-
tional AD GoF sensing. Moreover, we have proposed the LLR-GoF sensing
method and it has been found that LLR-GoF sensing outperforms AD-GoF
sensing and it has comparable performance with ED based sensing. To show
the effectiveness of the proposed GoF sensing methods, we have studied some
typical impairment for spectrum sensing, i.e. the effect of a non Gaussian
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noise and noise uncertainty on the performance of GoF based sensing and ED
based sensing. As a model for the non Gaussian noise, we used the Gaus-
sian mixture (GM). It has been observed that a non Gaussian noise can affect
noticeably the performance of ED, but has only a limited influence on the per-
formance of the GoF based sensing methods. The same conclusion can be
drawn for the noise uncertainty. This is mainly due to the fact that the test
statistics in GoF testing is based on the difference of the measured CDF and
the reference CDF and hence only indirectly influenced by noise parameters.
Then, we have proposed a new GoF test statistic which takes into account the
physical characteristic of spectrum sensing. It has be found that the resulting
spectrum sensing method of the proposed GoF tests statistic achieves a signif-
icant improvement compared to other GoF sensing methods and approaches
more the ED detection performance. Finally, we have presented a wide-band
spectrum sensing based on the distribution of the power coefficients of DFT. It
has been shown that an accurate decision per frequency bin can be made after
only a few DFTs. This work can be investigated by deriving the theoretical
expressions for the probabilities of detection and false alarm of GoF sensing
in order to testify the simulation results.



Distributed Consensus

Spectrum Sensing For

CRN
5

5.1 Introduction

In this chapter, we study a consensus algorithm for distributed spectrum
sensing (DSS) in cognitive radio networks (CRN) integrating a Goodness of
Fit based spectrum sensing scheme. Existing work in this area often applies
energy detector as a local spectrum sensing method for DSS, however in this
case one needs to make the assumption that the noise level is the same at every
node in the network, otherwise the threshold can not be set properly. Most en-
ergy detection schemes are based on constant noise power [98], [41], [99], [59]
and [100]. In GoF based spectrum sensing, the distribution of the test statis-
tic is independent of the noise power, hence the threshold for the binary test
depends only on the desired false alarm probability and not on the local noise
powers. Motivated by this nice feature of GoF based spectrum sensing, we
consider the goodness of fit (GoF) test statistic to be exchanged among cog-
nitive radio (CR) users (consensus variable) instead of the energy. Moreover,
a weighted consensus based DSS scheme is proposed and compared to the
conventional consensus based on DSS. Simulations are conducted to show
the effectiveness of the consensus algorithm based on GoF test. In order to
test the optimality of that proposed method, we implement some optimal
schemes such as an exhaustive search scheme and Genetic algorithm schemes
using GoF sensing as local detection and compared their performances with
the weighted consensus based DSS scheme.



126 5. Distributed Consensus Spectrum Sensing For CRN

5.2 Related Works

Cooperative spectrum sensing can be performed in two models: central-
ized or distributed as illustrated in figure 5.1. The former requires a common
receiver (fusion center) to collect sensing results from all CR users in order
to make final decision about the presence of a PU signal. However, a dis-
tributed scheme permits to CR users to share individual sensing results with
their neighbors in order to make their own sensing decisions. This scheme
is more suitable for cognitive radio ad-hoc networks (CRAHN), in which no
hierarchical structure is involved, therefore, any node failure would not result
in the failure of the entire network [101].

Figure 5.1 Centralized Cooperative Spectrum Sensing (left) and Distributed Cooper-
ative Spectrum Sensing (right)

A large number of studies have adopted a centralized cooperative spec-
trum sensing such [100] [66] [102], where a central unit (fusion center) collects
hard or soft sensing information from cognitive radios, makes a final decision
about the presence of PU, and broadcasts this information to other CR users.
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Beside, distributed spectrum sensing has been a subject of several studies
in recent years. Consensus algorithms have been utilized in order to obtain an
agreement value in distributed systems [103].

In [104], a biologically inspired consensus-based spectrum sensing scheme
without a fusion centre was proposed. A fully distributed spectrum sensing
scheme is presented, where each CR user uses a biologically inspired com-
putation rule to generate an updated state of the consensus variable. Authors
in [105], extend the latter work with fixed bidirectional and random graphs. In
the proposed scheme, CR users exchange messages based on local interaction
without a centralized common receiver, and the consensus of the CR users
is used to make the final decision. In [106], consensus-based spectrum sens-
ing similar to that proposed in [105], is used in order to improve the security
of CRAHNs using ID-based cryptography with threshold secret sharing. A
weighted consensus-based spectrum sensing scheme is proposed in [107]. The
CR users measure energy based on energy detection and then exchange the
measured energy with its neighbors. The information exchanged is weighted
according to its own estimated SNR value. These algorithms perform detec-
tion in two time phases, one phase to take the measurement and an another
phase to run the consensus algorithm. In [108],a distributed detection scheme
based on diffusion strategies which can track changes in the PU state is pro-
posed, i.e. a new measurement is incorporated into the algorithm on the fly. It
is worth to mention that in the cited works, they assume that the noise is the
same in every CR node.

In this chapter, we aim to perform detection in a distributed way, i.e., with-
out fusion center, relying on a new metric to be exchanged among CR users
known as a GoF test statistic. In [95], it was shown that the GoF based spec-
trum sensing outperforms the conventional energy detection, moreover, the
method is less sensitive to noise uncertainty [109] and the test statistic is inde-
pendent of noise power [81]. Hence, the distributed consensus based on spec-
trum sensing is presented relying on the communication of GoF test statistic
values among CR users. Moreover, a weighted consensus based DSS scheme
is proposed and compared to the conventional consensus based DSS.
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5.3 Network Model for Distributed Spectrum sens-

ing

We model a cognitive radio network as a graph G = (V, E) with N CR
users collaborating to detect the presence or absence of a signal, where V is the
vertices of the graph (identified by the index of the CRs i = {1, ..., N}) and E is
the set of edges of the graph represented as the set of links between each pair
of CRs. Links (i, j) is denoted eij and refers to the information flowing from
vertex j to vertex i which is equivalent to information flowing from vertex i
to vertex j, if no direction is assigned to the edges (undirected graph). The
set of all CR neighbors of a vertex i is defined as Ni = {j ∈ V : eij ∈ E}. The
maximum degree of the CRN is defined as the maximum number of neighbors
of a CR node.

The adjacency matrix A of G is the matrix with entries aij is given by

aij =

1, if eij ∈ E

0 otherwise
(5.1)

We assume a bidirectional communication between any two CR users, i.e.;
aij = aji, ∀i, j ∈ N. The Laplacian L of the graph G is defined as :

lij =


|Ni|, if j = i

−1, if j ∈ Ni

0 otherwise

(5.2)

The matrix L is positive semi-definite.

5.4 Spectrum sensing Model

The first stage of distributed spectrum sensing based on consensus scheme
is a local measurement performed by each CR user. The statistic hypothesis
test for local spectrum sensing can be modeled as:
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yi(n) =

wi(n) H0

hi(n)x(n) + wi(n) H1

(5.3)

where x(n) is the unknown signal of the primary user, wi(n) is the zero-
mean additive white Gaussian receiver noise of the ith CR user, and hi(n) is
the channel gain from the primary user to the ith CR user.

As mentioned before, on previous works [105] [104] and [107], the dis-
tributed consensus based sensing schemes use energy detector as a local sens-
ing method. The energy detection based spectrum sensing [72] consists of
passing the received signal through a band-pass filter of bandwidth W and
center frequency fs. The filtered signal then is squared and integrated over
the sensing period T (m=2TW, m: sample size). The output from integrator is
distributed among neighbor CR users for consensus. Yi is formulated based
ED as:

Yi =
m

∑
n=1
|yi(n)|2, i = 1, 2, ...., N(CRusers). (5.4)

Yi in the above equation is the sum of the square of m independent Gaus-
sian distributed random variables. As a result, Yi follows the central chi-
square distribution under hypothesis H0, otherwise,Yi follows the non-central
chi-square distribution.

Once the local sensing is performed, CR users communicate their local in-
formation (in a soft format) with their neighbors until reaching the consensus.
The local CR nodes can then take a decision based on this consensus value
by comparing it to a threshold. The problem is that to set this threshold, one
needs to know the noise power, however the noise could vary due to local
interference, differences in AGC setting , hardware impairments etc, so the
threshold can not be set properly. The GoF based sensing requires only the
knowledge of the noise distribution under H0 hypothesis and the threshold
for the binary test depends only on the desired false alarm probability and not
the local noise power seen by the CR nodes.

As it is mentioned, in this chapter, instead of communicating the energy,
we propose communicate the GoF test statistic (for example: the Anderson
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Darling test) among CR users, which means that the local sensing is a GoF
based spectrum sensing method.

GoF tests were proposed in mathematical statistics by measuring a dis-
tance between the empirical distribution of the observation made and the as-
sumption distribution. In CRNs, the GoF test is used to solve a binary de-
tection problem and decide whether the received samples are drawn from a
distribution with a Cumulative Distribution Function (CDF) F0, representing
the noise distribution, or they are drawn from some distribution different from
the noise distribution. The statistical hypothesis test is given by:

H0 : Fm(x) = F0(x)

H1 : Fm(x) 6= F0(x),
(5.5)

for a random sample of m independent and identically distributed observa-
tions, where Fm(x) is the empirical CDF of the received sample and can be
calculated by:

Fm(x) = |{i : xi ≤ x, 1 ≤ i ≤ m}/m|, (5.6)

where | • | indicates cardinality, x1 ≤ x2 ≤ .... ≤ xm are the samples under
test and m represents the total number of samples.

There have been many goodness of fit test proposed in literature. The most
important one is the Anderson-Darling test A2

m,i. The expression of A2
m,i can

be given according to [95] as:

A2
m,i = −m−

m
∑

k=1
(2k− 1)(ln zk + ln(1− z(m+1−k)))

m
, (5.7)

for i = 1, .., N and with zk = F0(xk).

Each CR user exchanges the GoF test value A2
m,i with its neighbors, and

then update it based on the received GoF test values from neighbors using
consensus algorithms (details in the next section).
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5.5 The Consensus Algorithms for Distributed Spec-

trum Sensing

For the N CR users distributed according to the graph G, we assign them
a set of states variable Xi (consensus variable) for i ∈ N. The consensus al-
gorithms aim to distribute the Xi’s through an iterated process. By achieving
consensus, the consensus variable Xi progressively converges to the common
value X∗ such as Xi(k)→ X∗, k→ ∞, where k is the discrete time.

We distinguish different cases:
1- It is said that the average consensus is achieved if all the individual state

variable xi, asymptotically converge to the average value i.e X∗ = mean(X) =

1
N

N
∑

i=1
Xi(0).

2- It is said that the maximum consensus is achieved if all the individual
state variable xi, asymptotically converge to the maximum value i.e X∗ =

maxN
i=1Xi(0).

3- It is said that the minimum consensus is achieved if all the individual
state variable Xi, asymptotically converge to the minimum value i.e X∗ =

minN
i=1Xi(0).
It is worth noting that the OR rule and the AND rule for cooperative spec-

trum sensing can be viewed as a form of max-consensus and min-consensus
respectively. Likewise, the voting rule for CSS can be viewed as a form of
weighted average consensus which will be described in the next section.

The performance of consensus algorithms is associated with the connec-
tivity of CRN. The consensus based spectrum sensing algorithms can be ex-
pressed using a discrete-time state equation:

Xi(k + 1) = Xi(k) + ε ∑
j∈Ni

(Xj(k)− Xi(k)) (5.8)

where Xi(k) is the updated state at time k of CR user i, Ni denotes the
neighbor set of CR user i and ε is a consensus parameter (step-size) satisfies:

0 < ε < (max|Ni|
i

)−1 .
= 1/∆ (5.9)
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where ∆ is called the maximum degree of the network.

The consensus algorithm can be written in the vector form as:

X(k + 1) = PX(k) (5.10)

where X = [X1, ..., XN ]
T and P = I − εL is called the Perron matrix. P

is a stochastic matrix if the condition in (9) is ensured. Since G is an indirect
connected graph, therefore, P is a doubly stochastic matrix, which means that
P is a non negative matrix and all of its row sums and column sums are equal
to one.

In our proposed method, we construct P based on the Metropolis weights
[110] where the pij are defined as:

pij =


1

1+max(|Ni |,|Nj |)
, if (i, j) ∈ E

1− ∑
j∈Ni

Nj, if i = j

0 otherwise

(5.11)

In this alternative method, the knowledge of the maximum degree of the
network is not needed. Since that any two neighboring nodes exchange their
degree.

There are two stages in the consensus spectrum sensing scheme.

In the first stage of spectrum sensing, every CR user performs GoF based
spectrum sensing to get a local measurement A2

m,i. We set up the initial GoF
test vector such as: Xi(0) = A2

m,i.

In the second stage, the average consensus algorithm or the maximum-
consensus algorithm is conducted iteratively based on the fixed graph model
at time k = 0, 1, 2, .... The iterative process is done until all the individual
states Xi(k) converge towards a common value X∗. Then, a decision is taken
by every CR user by comparing the common value X∗ with a pre-defined
threshold λ, every CR user obtains the global decision as:
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H0 : X∗ < λ

H1 : X∗ ≥ λ
(5.12)

λ is chosen on the function of the predefined P f a according to table 5.1.
The table 5.1 gives a corresponding λ for some critical values of P f a through
Monte-Carlo simulations.

5.6 Weighted Average Consensus for Distributed

Spectrum Sensing

In this section, motivated by [107], we present a weighted consensus for
DSS. Compared to [107], our scheme use weights based on the local measured
value by each CR node and its neighbors values (GoF test statistic). Moreover,
the weights are updated at each step. In other terms, the weights are set ac-
cording to the channel condition. Knowing that the GoF test statistic reflects
the channel condition, we can use the GoF test statistic itself as a weight. Set-
ting weights in the consensus algorithm favorites the CR nodes with higher
values of GoF statistic measurement. The proposed weighted consensus is
formulated as:

Xi(k + 1) = vi(k)Xi(k) + ε ∑
j∈Ni

vj(k)(Xj(k)− Xi(k)) (5.13)

with vi and vj are the weights associted to nodes i and j respectively.

where: vi(k) =
Xi(k)

Xi(k)+ ∑
l∈Ni

Xl(k)
and vj(k) =

Xj(k)
Xi(k)+ ∑

l∈Ni

Xl(k)

with vi(k) + ∑
j∈(Ni)

vj(k) = 1

For convenience, we re-write the equation (5.13) in the following compact
form:

X(k + 1) = PvX(k) (5.14)
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Consensus based DSS
Pfa 0.1 0.05 0.01

Threshold 1.180 1.249 1.348

Weighted consensus based
DSS

Pfa 0.1 0.05 0.01
Threshold 2.036 2.217 2.710

Table 5.1 Threshold values for some given P f a

where X = [X1, ...., XN ] and Pv is the weighted Perron matrix.
It can be shown that by using (5.13) the consensus value X∗ will converge

to the weighted average of initial GoF test statistic values 1
N ∑N

i=1 vi(0)Xi(0).
This convergence is concluded from the famous Perron Frobenius Theorem
[111].

Likewise, each CR user performs sensing based on GoF based detector,
and simultaneously collects GoF test statistics from its connecting neighbor
CR users. It then updates its sensing value (GoF statistic) iteratively using its
own and neighbors sensing information according to the algorithm (5.13). As
time elapses, the sensing information will be diffused through the network
and finally each CR user obtains a consensus value x∗. Every CR user is able
to take the global decision by comparing the common value X∗ with a pre-
defined threshold λ such as:

H0 : X∗ < λ

H1 : X∗ ≥ λ
(5.15)

The value of λ is determined for a specific value of P f a. A table listing val-
ues of λ corresponding to different false alarm probabilities can be computed
by Monte Carlo approach. The table 5.1 gives a corresponding λ for some
critical values of P f a. As the test statistic values for the Consensus based DSS
and the Weighted consensus based DSS are different, the values of λ will be
different for both methods. The value of λ is dependent of P f a and the test
statistic value.

In this section, we conduct simulation to study the performances of the
proposed weighted consensus scheme. We show the convergence of the
weighted scheme and evaluate the detection performance of the weighted
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consensus based DSS through Monte Carlo simulation. The simulations are
done such that, each CR user has different SNR values varying randomly from
−20dB to 0dB. We consider a network topology with 50 nodes as depicted in
figure 5.2.
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Figure 5.2 The network with 50 CR users and fixed graph

Figure 5.3 shows the convergence of the GoF statistic calculated based on
the received signal from a PU in the network. As one can observe, despite the
fact that the initially sensed measurement varies greatly due to their different
wireless channel conditions for different CR users, a consensus is achieved
after several iterations. The same goes for the proposed weighted scheme,
when we show that the GoF test values, calculated initially by different CR
users, tend to converge towards a consensus value after several iterations.
It is observed that the consensus value, reached by the proposed weighted
consensus, is higher than the consensus value reached by the conventional
consensus.
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Figure 5.3 Convergence of the network for conventional consensus based GoF test

In figure 5.4, we plot the ROC curves (detection probability versus false
alarm probability) for the proposed weighted consensus based DSS and the
conventional consensus based DSS under AWGN channel with CRN size 50
nodes. From figure 5.4 , it is shown that the proposed weighted consensus
detection based on GoF test have a significant improvement compared the
conventional consensus detection based on GOF, in terms of detection perfor-
mances.
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Figure 5.4 Detection probability versus false alarm probability for proposed
weighted consensus based DSS using GoF for local sensing

In this section, we have studied the performance of the proposed method
and compared to the conventional consensus scheme, based on GoF as lo-
cal spectrum sensing. It is shown that the proposed method outperforms the
conventional one in terms of detection performances. In the next section, we
will test how our proposed weights for DSS perform compared to the optimal
weights.

5.7 Test the optimality of the proposed weighted

consensus DSS scheme

In the previous section, we have proposed a weighted consensus DSS
scheme and in order to test its optimality, we will study in this section some
optimal cooperative spectrum sensing methods using GoF statistics. In this
section, we assume a centralized scheme for CSS. Our objective is to optimize
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the weighting coefficients from the received observation vector such that the
global probability of detection is maximized. Meaning that we have to solve
the following problem

ω∗ = argmaxQd(ωiZi) (5.16)

where ωi are the weights associated to the CR user i, with |ω2| = 1 is a con-
dition to be satisfied. Zi is a local measurement performed by CR user i ( Zi

supposed to be the GoF test statistic).
Several methods have been proposed to solve the problem in (5.16) such

as Exhaustive Search (ES) based algorithm. In spite of its huge computational
complexity, many works [112], [113] refer to this optimal method in order to
compare the performance of their proposed methods.

Beside, ES based algorithm, Genetic Algorithm (GA) based algorithm is re-
cently utilized to solve optimization problems in distributed spectrum sensing
[114], [115]. Motivated by their performances (ES, GA) discussed in literature,
we propose in the next section to test the optimality of our proposed weighted
consensus based DSS method with some optimal (sub-optimal) schemes such
exhaustive search and generic algorithms.

5.7.1 Exhaustive Search (ES) based algorithm

For determining the optimal set of weights assigned to the CR users based
on the criterion given in (5.16),we shall first look at how an exhaustive search
can be made to solve the problem in (5.16). For that, we sweep over all possi-
ble values of ω and then by exhaustive search we select the optimal ω∗ corre-
sponding to the maximum value of detection probability.

The computational complexity associated with this approach is huge, since
for every ω, all possible value of Qd(ωiZi) need to be computed. The main
inconvenient of this algorithm is that all of these computations are wasteful
except for those corresponding to ω∗. Moreover, this approach is not capable
of adapting to the time variations in the underlying channel.
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5.7.2 GA based GoF cooperative spectrum sensing

In this section, we present an other method which is considered as a self-
adaptive global searching optimization algorithm, known as Genetic Algo-
rithm (GA). The GA is an evolutionary technique used to develop many al-
gorithms in order to search for optimal (or nearly optimal) solution and select
those best suited for a particular environment [116]. Therefore, it can be used
to solve the problem in (5.16) by performing a quick search in order to assign
optimum (or nearly optimal) weights for CR users given the parameters of the
radio environment.

The genetic algorithm (GA) mechanism consists on randomly generating a
set of chromosomes that constitute a population (pops). The natural processes
in GA are modeled by using function such as Selection, Crossover and Muta-
tion. The selection function consists on the choice of the best chromosomes
for reproduction through crossover and mutation. Once the selection function
is done, the crossover function starts with pairing to produce new offspring.
After crossover function, the mutation operation is performed to provide new
search space [117].

In the proposed GA based GoF cooperative spectrum sensing, we proceed
as follows:

Step 1: we randomly generate a population of pops chromosomes with
N ∗ nbits bits long, where N is the number of CR users in the network
and nbits is the number of bits represent each chromosomes.

Step 2: we consider the weighting coefficients vector
−→
ω =

[ω1, ω2, ..., ωN ]
T with ||−→ω ||. We decode each chromosome in

the random population into its corresponding weighting coefficients
vector.

Step 3: each weighting coefficient is normalized to satisfy the constraints
related to the optimization problem (5.16).

Step 4: Compute the fitness value of every normalized decoded weight-
ing vector. According to their fitness value, we rank their correspond-
ing chromosomes and identify the best chromosomes.
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Step 5: For next time, we reproduce new chromosomes using genetic al-
gorithm operations: selection, crossover and mutation.

Step 6: The newly reproduced chromosomes are concatenated with the
best chromosomes found on the previous time.

Step 7: Perform operations in step 2 and step 3 on the new population.

Step 8: Perform process in step 4 and test if is equal to predefined number
of iterations to stop. Otherwise go to Step 5.

5.7.3 Simulation results and comparison

In this section, we try to test the proposed weighted consensus based DSS
using GoF and compare its performances with some optimal schemes in the
literature such as GA and exhaustive search. It is worth to mention that
all these schemes use GoF sensing as local detection method. In figure 5.5,
we present the ROC curves for some centralized schemes using 4 CR users
and each CR user has different SNR values varying randomly from −10dB to
−5dB. Each CR user performs a local detection based on GoF sensing using
50 samples. It can be seen that the exhaustive search based CSS outperforms
slightly the GA based CSS and it is much better than OR hard based CSS and
EGC based CSS.
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Figure 5.5 Detection probability versus false alarm probability for some optimal
schemes using GoF for local sensing

In figure 5.6, we aim to test the optimality of the proposed weighted con-
sensus based DSS using GoF and considering a topology with 10 CR users
(nodes) and and each CR user has different SNR values varying randomly
from −10dB to 0dB. We have kept the same sample size of 50 . Knowing that
the computational complexity associated with the ES approach is huge, we
will limit to GA based CSS as a reference for the optimality (as it was shown
that ES based CSS outperforms slightly GA based CSS).

For GA based CSS, we need some default parameters, because finding the
optimal parameters is out of scope of my thesis. Most of these parameters
have been used in some well trusted sources in the field of genetic algorithms
for cooperative spectrum sensing as in [115]. These parameters can be selected
through numerical experiments by repetitive simulation considering one GA
parameters at a time, by integrating GA and cooperative spectrum sensing
optimization model. The parameters of GA based CSS are as follow:

Size of a chromosome population=20,
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Number of genes in a trait=10,
Crossover probability=0.95,
Mutation probability=0.1,
Number of generations=100,
Percentage number of chromosomes for reproduction=0.9.
It is shown in figure 5.6 that the performance of our proposed method ap-

proaches the performance of the GA based CSS. However, it can be observed
that we can improve the proposed method to be converged to the optimal so-
lution. The proposed weights in our scheme are defined based on the value
of the GoF test statistic. It was found that the optimal (or nearly optimal)
weights are defined based on the value of the SNR, hence, a relationship be-
tween the GoF test statistic and the SNR can be resulted in a definition of
optimal weights.
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Figure 5.6 Detection probability versus false alarm probability for proposed
weighted consensus based DSS using GoF for local sensing
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5.8 Conclusion

In this chapter, we have presented a distributed spectrum sensing, based
on consensus algorithms. This scheme, compared to centralized spectrum
sensing scheme does not require a central unit. The detection problem is mod-
eled as a graph networking topology. We have proposed to use a GoF test as
a local spectrum sensing, because this test statistic is independent of the local
noise power seen by the CR nodes and then considering a GoF test statistic
to be exchanged among CR users to reach consensus. The effectiveness of
the distributed consensus-based cooperative sensing has been shown when
GoF sensing is used as a local sensing method. In order to optimize the pro-
posed scheme, a weighted consensus based DSS is proposed by assigning dif-
ferent weights to the collaborating CR users. The performance of the proposed
method is studied and compared to the conventional consensus scheme, based
on GoF as local spectrum sensing. It has been shown that the proposed
weighted consensus based DSS presents better performances, in terms of de-
cision and efficient detection, compared to the conventional consensus based
spectrum sensing. Beside, the optimality of the proposed method is tested
with some optimal schemes such exhaustive search and generic algorithms
(sub-optimal scheme). It was found that the proposed method approaches
the performance of the optimal schemes, however, the proposed weights can
be improved to converge better to the optimal solutions. Therefore, we sug-
gest to study the relationship between SNR and GoF test statistic in order to
optimally define the weights.
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Conclusions and Future

Work 6
In this concluding chapter, first, a summary of the main contributions from

different chapters is given, then, several suggestions for future research areas
are presented.

6.1 Conclusions

This thesis presented one of the key enabling techniques related to cog-
nitive radio functionalities which is spectrum sensing as well as cooperative
spectrum sensing.

Initial chapters have been devoted to the introduction to cognitive radio
concept (definition, cognitive cycle and dynamic spectrum access). It has been
shown that cognitive radio provides the ability to adapt to real-time spectrum
conditions, by offering regulators allowing efficient and comprehensive use of
the spectrum.

One of the important elements of cognitive radio is sensing the available
spectrum opportunities. spectrum sensing topics have been treated in chap-
ter 2, addressing various methods, their classifications and their advantages
and drawbacks. We have discussed and studied some main spectrum sensing
techniques for CR.

On the other hand, as cooperative spectrum sensing (CSS) approaches are
commonly used for combating fading and improving detection performance,
the performance of cooperative spectrum sensing algorithms using different
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combining rules has been analyzed in Chapter 3. It has been shown that soft
combining rule for CSS outperforms hard combining rule in term of detection
performance, to the detriment of overhead in terms of reporting channel band-
width. To realize a a trade-off between overhead and detection performance,
we have proposed the quantized combining scheme which benefits from the
advantages of the soft and the hard combining rules.

Beside, the performance of CSS has been also developed under two oper-
ational modes scenarios, namely, CPUP (Constant Primary User Protection)
and CSUSU (Constant Secondary User Spectrum Usability).

Further, the relationship between the throughput and sensing time has
been studied for both scenarios and under different combining rules. The sim-
ulation results have shown that under CPUP, there is an optimal sensing time
for which the CR throughput of the CR network is maximized and the high-
est value of the throughput can be obtained by the EGC soft combining rule.
The two-bit quantized combining rule which has been derived in this chapter,
could be an appropriate combining rule to provide a better compromise be-
tween performances (in terms of detection and throughput) and overhead (in
terms of complexity and reporting channel bandwidth).

One of the key contributions of this thesis is the study of blind detection
method based on Goodness of Fit test. GoF based spectrum sensing has been
used for cognitive radio applications. In Chapter 4, it has been shown that in
the GoF sensing, the threshold for the binary test depends only on the desired
false alarm probability and not the local noise power seen by the CR node.
This nice feature has motivated the study of the GoF sensing which has been
compared to ED based sensing. Although the energy detection outperforms
the GoF sensing in terms of detection performance, it has been shown that im-
pact of some sensing impairments (noise uncertainty and non Gaussian noise)
on GoF sensing is much less compared to the ED. In order to approaching the
performance of ED, several GoF sensing has been proposed (or adapted) tak-
ing into account complex input samples model such LLR-GoF sensing, Modi-
fied AD-sensing and OS GoF sensing.

Moreover, two new GoF sensing methods have been proposed, resulting in
significant improvement in terms of sensing performance. Besides, we have
presented how GoF based spectrum sensing can be integrated in a conven-
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tional wideband spectrum sensing scheme. The effectiveness of GoF sensing
methods is emphasized in a classical wideband spectrum sensing approach
where an accurate decision per frequency bin can be made.

Motivated by its nice features of local sensing, in Chapter 5, a distributed
consensus spectrum sensing for CR, has been presented, integrating a Good-
ness of Fit based spectrum sensing scheme. Distributed consensus spectrum
sensing provides an improvement for primary user detection. Where existing
work in this area often applies energy detector as a local spectrum sensing
method for DSS, it makes the assumption that the noise level is the same at
every node in the network, otherwise the threshold can not be set properly.
In GoF based spectrum sensing, the distribution of the test statistic is inde-
pendent of the noise power, hence the threshold for the binary test depends
only on the desired false alarm probability and not on the local noise pow-
ers. Therefore, we have proposed to exchange the Goodness of Fit (GoF) test
statistic (consensus variable) among cognitive radio (CR) users rather than the
energy. It has been shown through simulations the effectiveness of the consen-
sus algorithm based on GoF test in terms of detection performance keeping the
same complexity compared to the existing works with high resistance against
noise variation. Furthermore, a weighted consensus based DSS scheme has
been proposed which assigns weights to each CR nose, based on the its local
measured value (GoF test statistic) and its neighbors measured values. Com-
pared to the conventional consensus based on DSS, it has been found that our
proposed scheme outperforms the conventional one it term of detection per-
formance. At the end, the optimality of the proposed scheme has been tested
with some optimal schemes such exhaustive search and generic algorithms.
Simulations results have shown that the proposed scheme approaches the op-
timal scheme.

6.2 Future Work

In this thesis, there are a number of research issues which have not been
addressed. We list below some of them that merit much more research.

In Chapter 3, the detection performance of CSS, with a Gaussian distri-
bution assumption, is expressed in two different scenarios. For a compre-
hensive study of the cooperative spectrum sensing algorithms, one needs to
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consider a chi-square distribution and accordingly derive the different expres-
sions for the detection probability and false alarm probability considering dif-
ferent combining rules and under the two different operational modes ( CPUP
and CSUSU).

In chapter 4, the performance of Goodness of Fit statistical testing tech-
nique in spectrum sensing applications, has be studied using theoretical anal-
ysis and Monte Carlo simulation. However, for the new proposed GoF test
statistic which takes into account the physical characteristic of spectrum sens-
ing, one needs to derive the theoretical expressions for the probabilities of
detection and false alarm. It will be very helpful to follow and adapt the steps
proposed in [81]. This work could be interesting to testify if the proposed
expression closely fits the simulation results.

In chapter 5, a weighted consensus based DSS scheme has been proposed
and its optimality is tested. However, the proposed weights need to be im-
proved to converge better to the optimal scheme. For that, we propose to
deeply study a relationship between the signal to noise ratio (SNR) and GoF
statistical test. Based on that relationship, we will be able to propose weights
resulting in the optimal scheme for DSS.
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