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Abstract—In this paper, we study a consensus algorithm for
distributed spectrum sensing (DSS) in cognitive radio networks
(CRN) integrating a Goodness of Fit based spectrum sensing
scheme. Existing work in this area often applies energy detector
as a local spectrum sensing method for DSS, however in this
case one needs to make the assumption that the noise level is
the same at every node in the network, otherwise the threshold
can not be set properly. In GoF based spectrum sensing, the
threshold for the binary test depends only on the desired false
alarm probability and not on the local noise powers. Motivated
by this nice feature of GoF based spectrum sensing, we consider
the goodness of fit (GoF) test statistic to be exchanged among
cognitive radio (CR) users (consensus variable) instead of the
energy. Moreover, a weighted consensus based DSS scheme is
proposed and compared to the conventional consensus based on
DSS. Simulations are conducted to show the effectiveness of the
consensus algorithm based on GoF test.

Keywords—Cognitive Radio; Spectrum Sensing; Consensus Al-
gorithms; Goodness of Fit test.

I. INTRODUCTION

Cognitive radio (CR) has emerged as a possible solution
to improve spectrum utilization by allowing unlicensed (sec-
ondary) users to operate in the licensed band as long as the
latter is absent, while avoiding interference to primary users
[1]. To attain this goal, spectrum sensing is an indispensable
task in cognitive radio, which enables the secondary users to
detect the presence of a primary user (PU) [2] [3]. In practical
applications, the received signal at each CR user may suffer
from the hidden primary terminal problem and uncertainty due
to fading and shadowing. In order to address the above issues,
the cooperative spectrum sensing is proposed to enhance the
detection performances by exploiting the spacial diversity of
multiple CR users [9], [10].

Cooperative spectrum sensing can be performed in two
models: centralized or distributed as illustrated in figure 1. The
former requires a common receiver (fusion center) to collect
sensing results from all CR users in order to make final deci-
sion about the presence of a PU signal. However, a distributed
scheme permits to CR users to share individual sensing results
with their neighbours in order to make their own sensing
decisions. This scheme is more suitable for cognitive radio
ad-hoc networks (CRAHN), in which no hierarchical structure

Franois HORLIN
OPERA-Wireless Communication Group
Universit Libre de Bruxelles
Brussels, Belgium
Email: fhorlin@ulb.ac.be

is involved, therefore, any node failure would not result in the
failure of the entire network [5].
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Fig. 1: Centralized Cooperative Spectrum Sensing (left) and
Distributed Cooperative Spectrum Sensing (right)

A large number of studies have adopted a centralized coop-
erative spectrum sensing such [8] [7] [6], where a central unit
(fusion center) collects hard or soft sensing information from
cognitive radios, makes a final decision about the presence of
PU, and broadcasts this information to other CR users.

Beside, distributed spectrum sensing has been a subject of
several studies in recent years. Consensus algorithms have been
utilized in order to obtain an agreement value in distributed
systems [4].

In [11], a biologically inspired consensus-based spectrum
sensing scheme without a fusion centre was proposed. A
fully distributed spectrum sensing scheme is presented, where
each CR user uses a biologically inspired computation rule to
generate an updated state of the consensus variable. Authors
in [12], extend the latter work with fixed bidirectional and
random graphs. In the proposed scheme, CR users exchange
messages based on local interaction without a centralized
common receiver, and the consensus of the CR users is used
to make the final decision. In [13], consensus-based spectrum
sensing similar to that proposed in [12], is used in order to
improve the security of CRAHNS using ID-based cryptography



with threshold secret sharing. A weighted consensus-based
spectrum sensing scheme is proposed in [15]. The CR users
measure energy based on energy detection and then exchange
the measured energy with its neighbours. The information
exchanged is weighted according to its own estimated SN R
value. These algorithms perform detection in two time phases,
one phase to take the measurement and an another phase to run
the consensus algorithm. In [14],a distributed detection scheme
based on diffusion strategies which can track changes in the
PU state is proposed, i.e. a new measurement is incorporated
into the algorithm on the fly. It is worth to mention that in the
cited works, the assume that the noise is the same in every CR
node.

In this paper, we aim to perform detection in a distributed
way, i.e., without fusion center, relying on a new metric to
be exchanged among CR users known as a GoF test statistic.
In [18], it was shown that the GoF based spectrum sensing
outperforms the conventional energy detection, moreover, the
method is less sensitive to noise uncertainty [20] and the
test statistic is independent of noise power [19]. Hence, the
distributed consensus based on spectrum sensing is presented
relying on the communication of GoF test statistic values
among CR users. Moreover, a weighted consensus based
DSS scheme is proposed and compared to the conventional
consensus based DSS. It is shown that the proposed weighted
consensus based DSS presents better performances, in terms of
decision and efficient detection, compared to the conventional
consensus based spectrum sensing.

The rest of the paper is as follows. Section II presents
the network model for consensus algorithms. Section III ex-
plains the spectrum sensing model. Section IV involves the
methodology adopted to develop a scheme for consensus based
spectrum sensing based on GoF values. Section V presents the
proposed weighted consensus algorithm for DSS using GoF
based spectrum sensing. Section VI provides the simulation
results and some discussion. Finally, conclusion is made in
Section VI.

II. NETWORK MODEL FOR DISTRIBUTED SPECTRUM
SENSING

We model a cognitive radio network as a graph G = (V, E)
with N CR users collaborating to detect the presence or
absence of a signal, where V is the vertices of the graph
(identied by the index of the CRs ¢ = {1,...,N}) and E is
the edges of the graph represented as the set of links between
each pair of CRs. Links (i, j) is denoted e;; and refers to
the information flowing from vertex j to vertex i which is
equivalent to information flowing from vertex i to vertex j,
if no direction is assigned to the edges (undirected graph).
The set of all CR neighbours of a vertex i is defined as
N; ={j € V : e;; € E}. The maximum degree of the CRN is
defined as the maximum number of neighbours of a CR node.

The adjacency matrix A of G is the matrix with entries a;;
given by

1, ifeij ek

aij = {O

)]

otherwise

We assume a bidirectional communication between any two
CR users, i.e.; a;; = aj;,Vi,j € N. The Laplacian L of the
graph G is defined as :

|Ni|, ifj=i
lij =4 -1, if j € N; )
0 otherwise

The matrix L is positive semi-definite.

III. SPECTRUM SENSING MODEL

The first stage of distributed spectrum sensing based on
consensus scheme is a local measurement performed by each
CR user. The statistic hypothesis test for local spectrum
sensing can be modelled as:

w; Hy

zi(t) = {hi(t)s(t) w H 3)

where s(t) is the unknown signal of the primary user, w; (t)

is the zero-mean additive white Gaussian receiver noise of the
ith CR user, and h;(t) is the channel gain from the primary
user to the ith CR user.
As mentioned before, on previous works [12] [11] [15],
the distributed consensus based sensing schemes use energy
detector as a local sensing method. The energy detection
based spectrum sensing [16] consists of passing the received
signal through a band-pass filter of bandwidth W and center
frequency fs. The filtered signal then is squared and integrated
over the sensing period T (m=2TW, m: sample size). The
output from integrator is distributed among neighbour CR users
for consensus. Y; is formulated based ED as:

Y=Y |wi(k)?i=1,2,.... N. “
k=1

Y, in the above equation is the sum of the square
of m independent Gaussian distributed random variables.
As a result, Y; follows the central chi-square distribution
under hypothesis Hj, otherwise,Y; follows the non-central
chi-square distribution.

Once the local sensing is performed, CR users com-
municate their local information with their neighbours until
reaching the consensus. The local CR nodes can then take a
decision based on this consensus value by comparing it to a
threshold. The problem is that to set this threshold, one needs
to know the noise power, however the noise could vary due
to local interferences, differences in AGC setting , hardware
impairments etc, so the threshold can not be set properly. The
GoF based sensing requires only the knowledge of the noise
distribution under H, hypothesis and the threshold for the
binary test depends only on the desired false alarm probability
and not the local noise power seen by the CR nodes.

As it is mentioned, in this paper, instead of communicating
the energy, we propose communicate the GoF test statistic (for
example: the Anderson Darling test) among CR users, which



means that the local sensing is a GoF based spectrum sensing
method.

GoF tests were proposed in mathematical statistics by
measuring a distance between the empirical distribution of the
observation made and the assumption distribution. In CRNSs,
the GoF test is used to solve a binary detection problem
and decide whether the received samples are drawn from a
distribution with a Cumulative Distribution Function (CDF)
Fy, representing the noise distribution, or they are drawn from
some distribution different from the noise distribution. The
statistical hypothesis test is given by:

Ho : Fo(z) = Fol(z)
Hy : Fo(2) # Fola), ©)

for a random sample of m independent and identically dis-
tributed observations, where F),(x) is the empirical CDF of
the received sample and can be calculated by:

Fp(z)=H{i:x; <z,1<i<m}/m|, (6)

where | o | indicates cardinality, 7 < a9 < .... < x,,, are
the samples under test and m represents the total number of
samples.

There have been many goodness of fit test proposed in
literature. The most important one is the Anderson-Darling
test Afnz The expression of Afn’i can be given according to
[18] as:

m

kZ::l(Qk —1)(Inzp +1In(1 — 24n41-1)))

A2 = , (D)
’ m
for i =1,..,N and with z = Fy(zy).
Each CR user exchanges the GoF test value A2 , with its

neighbours, and then update it based on the received GoF test
values from neighbours using consensus algorithms (details in
the next section).

IV. THE CONSENSUS ALGORITHMS FOR DISTRIBUTED
SPECTRUM SENSING

For the N CR users distributed according to the graph G,
we assign them a set of states variable x; (consensus variable)
for 4 € N. The consensus algorithms aim to distribute the
x;’s through an iterated process. By achieving consensus, the
consensus variable x; progressively converges to the common
value x* such as z;(k) — z*, k — oo, where k is the discrete
time.

We distinguish different cases:
1- It is said that the average consensus is achieved if all the
individual state variable x;, asymptotically converge to the
N

average value : z* = Ave(z) = + 3 z;(0).

i=1
2- It is said that the maximum consensus is achieved if all
the individual state variable z;, asymptotically converge to the
maximum value z* = maz ¥, z;(0).

3- It is said that the minimum consensus is achieved if all
the individual state variable z;, asymptotically converge to the
minimum value z* = min¥ ;x;(0).

It is worth noting that the OR rule and the AND rule for
cooperative spectrum sensing can be viewed as a form of max-
consensus and min-consensus respectively.

The performance of consensus algorithms is associated
with the connectivity of CRN. The consensus based spectrum
sensing algorithms can be expressed using a discrete-time state
equation:

vkt D) =aik) 42 3 (k) — (k) @

JEN;

where x;(k) is the updated state at time k of CR user i, N;
denotes the neighbour set of CR user ¢ and € is a consensus
parameter (step-size) satisfies:

0 <e < (maz|N;)™' =1/A ©)

K2

where A is called the maximum degree of the network.

The consensus algorithm can be written in the vector form
as:

vk +1) = Px(k) (10)

where = [21,...,2x5]7 and P = I — €L is called the
Perron marix. P is a stochastic matrix if the condition in (9)
is ensured. Since G is an indirected connected graph, therefore,
P is a doubly stochastic matrix, which means that P is a non
negative matrix and all of its row sums and column sums are
equal to one.

In this paper, we construct P based on the Metropolis
weights [17] where the p;; are defined as:

1 .
TraNT e i (J) € E
. ifi=j 11
Pig JEN; 1
0 otherwise

In this alternative method, the knowledge of the maximum
degree of the network is not needed. Since that any two
neighbouring nodes exchange their degree.

There are two stages in the consensus spectrum sensing
scheme.

In the first stage of spectrum sensing, every CR user
performs GoF based spectrum sensing to get a local measure-
ment Afm. We set up the initial GoF test vector such as:
€Z; (0) = A?n,z

In the second stage, the average consensus algorithm or the
maximum-consensus algorithm is conducted iteratively based
on the fixed graph model at time k = 0, 1,2, .... The iterative
process is done until all the individual states x;(k) converge
towards a common value x*. Then, a decision is taken by every
CR user by comparing the common value z* with a pre-defined
threshold A, every CR user obtains the global decision as:



Hy:z" <A
Hy:x2* >\ (12)

A is chosen on the function of the predefined P fa accord-
ing to table 1. The table 1 gives a corresponding A for some
critical values of P fa through Monte-Carlo simulations.

V. WEIGHTED AVERAGE CONSENSUS FOR DISTRIBUTED
SPECTRUM SENSING

In this section, motivated by [15], we present a weighted
consensus for DSS. Compared to [15], our scheme use weights
based on the local measured value by each CR node and its
neighbours values (GoF test statistic). Moreover, the weights
are updated at each step. In other terms, the weights are set
according to the channel condition. Knowing that the GoF test
statistic reflects the channel condition, we can use the GoF test
statistic itself as a weight. Setting weights in the consensus
algorithm favourites the CR nodes with higher values of GoF
statistic measurement. The proposed weighted consensus is
formulated as:

zi(k +1) = wi(k)zi(k) +e Y w;(k)(a;(k) — zi(k))

JEN;
(13)
where: wi(k) = — _ and w;(k) =
o wi(k)+ >0 (k) J
LEN,
(k)
zi(k)+ > x1(k)
IEN;
with w; (k) + Y w;(k) =1

JE(N:)

For convenience, we re-write the equation (13) in the
following compact form:

z(k+1) = P,x(k) (14)
,xy] and P, is the weighted Perron

where x = [z, ....
matrix.

It can be shown that by using (13) the consensus value
z* will converge to the weighted average of initial GoF
test statistic values ﬁZfil w;(0)xz;(0). This convergence
is concluded from the famous Perron Frobenius Theorem [21].

Likewise, each CR user performs sensing based on GoF
based detector, and simultaneously collects GoF test statistics
from its connecting neighbour CR users. It then updates its
sensing value (GoF statistic) iteratively using its own and
neighbours sensing information according to the algorithm
(13). As time elapses, the sensing information will be diffused
through the network and finally each CR user obtains a
consensus value z*. Every CR user is able to take the global
decision by comparing the common value z* with a pre-
defined threshold A such as:

Consensus based Pfa 0.1 0.05 0.01
DSS Threshold 1.180 1.249 1.348
Weighted consensus Pfa 0.1 0.05 0.01
based DSS Threshold | 2.036 | 2.217 | 2.710

TABLE I: Threshold values for some given P fa

Hy: o < A
Hy 2" > A 5)

The value of A is determined for a specific value of P fa. A
table listing values of \ corresponding to different false alarm
probabilities can be computed by Monte Carlo approach. The
table 1 gives a corresponding A\ for some critical values of
Pfa.

VI. SIMULATION RESULTS

In this section, we conduct simulation to study the per-
formances of the proposed weighted consensus scheme. We
show the convergence of the weighted scheme and evaluate
the detection performance of the weighted consensus based
DSS through Monte Carlo simulation. The simulations are
done such that, each CR user has different SNR values
varying randomly from —20d B to 0dB. We consider a network
topology with 50 nodes as depicted in figure 2.
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Fig. 2: The network with 50 CR users and fixed graph

Figure 3 shows the convergence of the GoF statistic calcu-
lated based on the received signal from a PU in the network. As
one can observe, despite the fact that the initially sensed mea-
surement varies greatly due to their different wireless channel
conditions for different CR users, a consensus is achieved after
several iterations. The same goes for the proposed weighted
scheme, when we show that the GoF test values, calculated
initially by different CR users, tend to converge towards a
consensus value after several iterations. It is observed that the
consensus value, reached by the proposed weighted consensus,
is higher than the consensus value reached by the conventional
consensus.
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Fig. 3: Convergence of the network for conventional consensus
based GoF test

In figure 4, we plot the ROC curves (detection probability
versus false alarm probability) for the proposed weighted
consensus based DSS and the conventional consensus based
DSS under AWGN channel with CRN size 50 nodes. From
figure 4 , it is shown that the proposed weighted consensus
detection based on GoF test have a significant improvement
compared the conventional consensus detection based on GOF,
in terms of detection.
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Fig. 4: Detection probability versus false alarm probability for
proposed weighted consensus based DSS using GoF for local
sensing

VII. CONCLUSION

In this paper, we have presented a distributed spectrum
sensing, based on consensus algorithms. The detection problem
is modelled as a graph networking topology. We proposed
to use a GoF test as a local spectrum sensing, because this
test statistic is independent of the local noise power seen by
the CR nodes and then considering a GoF test statistic to be
exchanging among CR users to reach consensus. In addition, a

weighted consensus based DSS is proposed. The performance
of the proposed method is studied and compared to the con-
ventional consensus scheme, based on GoF as local spectrum
sensing. We showed that the proposed method outperforms the
conventional one in terms of detection performances.
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