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Abstract—We model the power allocation interaction between
a cognitive radio and a jammer as a two-player zero-sum game.
First, we determine the power allocation strategy for the cognitive
radio using a modified version of the Q-learning algorithm against
fixed jamming strategies. The learned anti-jamming strategy will
be compared to the common waterfilling technique. Then, we
consider the power allocation game using Q-learning for both
the cognitive radio and the jammer. The learned strategies will
be compared to the Nash equilibrium found under the assumption
of perfect knowledge. Finally, we consider the real scenario of a
jammer with imperfect information.

Keywords– Cognitive radio, cognitive jammer, Q-learning,
multi-channel power allocation, imperfect information

I. INTRODUCTION

The Cognitive Radio (CR) technology is a promising so-
lution to the imbalance between scarcity and under-utilization
of the spectrum [1]. It may exploit sensing, dynamic spectrum
access (DSA) and learning capacities to improve both spectrum
exploitation and resilience against possible interferer.

Radio jamming is a challenging attack in cognitive radio
networks (CRNs) since (i) it may prevent CRs from de-
tecting an available spectrum band during spectrum sensing
by keeping the wireless spectrum busy, (ii) it may inject
interference during an ongoing communication, so that the
signal to interference plus noise ratio (SINR) deteriorates
heavily and no data can be received correctly and (iii) it may
corrupt control packets by attacking a common control channel
to disrupt the totality of the network.

Smart jammers, which have cognitive features such as
spectrum sensing, learning and reconfigurability, have recently
attracted research attention in both wireless networks [2]–[5]
and cognitive radio networks [6], [7]. Proposed anti-jamming
protocols for CRNs include error-correcting codes [8], [9] to
overcome the jamming impact on the transmitted signal and
cooperation among CRs to deceive the jammers either through
multi-tiers proxy [10] or honeypot node [11]. The authors
in [12]–[14] use game theory to model the CRN jamming
attack and apply reinforcement learning algorithms to learn
how to avoid jammed channels. Other than learning anti-
jamming channel selection, the authors in [15], [16] propose
learning algorithms joining one channel selection and power
control as anti-jamming strategy.

The interaction between a cognitive jammer and a CR in
terms of multi-channel selection and power allocation is pre-
sented in [17] as Colonel Blotto game where the two opponents

distribute limited resources over a number of battlefields with
the payoff equal to SINR. The equilibrium is derived in terms
of mixed (probabilistic) strategy via power randomization.
Likewise, the authors in [18] adopt a Bayesian approach in
studying the power allocation game between the CR and the
jammer. They provide the Cumulative Distribution Functions
(CDFs) of the transmission powers that should be adopted by
the CR and the jammer at the NE to optimize the number of
successful transmissions.

In this paper, we model the power allocation interaction
between a CR user and a jammer as a zero-sum game. The
action sets for both the CR and the jammer are defined by
the vectors of power levels and the utility function is defined
by the total transmission capacity of the CR. This paper can
be seen as a generalization of [15] to multi-channel model;
in which both the CR and the jammer are able to learn multi-
channel power allocation. We propose, in section III, an online
learning algorithm for the CR to select the optimal multi-
channel power allocation based on the Q-learning algorithm.
We evaluate the performance of the proposed algorithm in
two scenarios; (1) against fixed jamming strategies, the learned
anti-jamming power allocation strategy will be compared to the
common work in this area which leads to explicit waterfilling
solution [19], [20]; (2) against a smart jammer using also
Q-learning algorithm, the learned jamming and anti-jamming
power allocation strategies will be compared to the Nash
equilibrium found under the assumption of perfect knowledge,
as explained in section IV. In section V, we study the real
scenario when the jammer has imperfect information about
the CR user and the channel gain coefficients.

II. SYSTEM MODEL

We consider a zero-sum game between a CR and a jammer;
the CR is trying to maximize its total transmission capacity
avoiding jammers, the jammer aims to minimize the utility
function of the CR by injecting interference. Both the CR and
the jammer are assumed to allocate power over the available
M channels, a zero power level in one channel means that this
channel is not selected by the player. The actions of the CR and
the jammer at time n are given by p = (p1, · · · , pk, · · · , pM )
and j = (j1, · · · , jk, · · · , jM ).The scenario is given in Fig. 1.
The Shannon capacity is defined by

f(p, j) =
M∑
k=1

Bklog2(1 +
|hk|2pk

|gk|2jk + nk
), (1)



where nk and Bk are the noise variance and the bandwidth of
channel k. hk and gk are the gain coefficients of channel k
for the CR and the jammer respectively. We consider f(p, j)
as the CR’s utility function and −f(p, j) the jammer’s one.

Fig. 1: Scenario of CR jamming attack

III. Q-LEARNING FOR MULTI-CHANNEL POWER
ALLOCATION

Since the players can not get a priori information about ei-
ther the state transition probabilities or the results (rewards) of
their actions (decisions) until proceed, reinforcement learning
algorithms may be used to solve this game through trial-and-
error interactions.

In [21], we have modeled the scenario of fixed jamming
strategy as a Markov decision process (MDP) model, and we
have proposed a modified Q-learning algorithm (denoted as
on-policy synchronous Q-learning: OPSQ-learning) to solve it
in terms of non-jammed channel selection. The OPSQ-learning
version speeds up the learning period and can be applied during
CRN real time communication, it optimizes the Q-values of
state/action pairs that the CR goes through until finding an
anti-jamming channel selection strategy.

In this paper, we propose the application of this modi-
fied Q-learning algorithm to find an anti-jamming technique
in terms of multi-channel selection and power allocation to
maximize the total transmission capacity, against a jammer
having the same cognitive features. We start by considering
fixed jamming strategies. Then, we will consider the scenario
of a jammer using Q-learning algorithm. The simulation results
will be given in section VI.

A. CR using OPSQ-learning against fixed jamming strategies

We consider a fixed jamming strategy, which means that
the jammer doesn’t change its jamming policy during the
game. We generalize our proposed OPSQ-learning algorithm
to the multi-channel power allocation scenario, as given by
algorithm 1. The CR is using OPSQ-learning to learn the
optimal strategy which gives the optimal power allocation that
it should choose in each state of the game. We consider that
its transmit power pk in each channel k can be selected from
K levels.

We define the state of this game at timeslot n by the
pair (Fjx, nb) with Fjx the jammed frequency detected by
wideband spectrum sensing (WBSS) and nb the parameter
indicating the number of successive occurrence of this jammed
frequency. We have opt for mixing spatial and temporal
properties in the state space definition to get a Markovian
evolution of the environment.

Algorithm 1 Multi-channel anti-jamming power allocation
using OPSQ-learning

Set γ and α values.
Initialize the Q matrix Q0 to zero matrix.
Select a random initial action and observe the initial state s
for n=1, 2, 3, · · · do

Select an action a verifying maxxQn−1(s, x)
Observe the subsequent state s′
Measure the fictive noise Nk in each channel by (2)
Transmit using the power levels of the chosen action and
measures the immediate reward as given by (4)
Update all Qn values of the previous state s by doing:
for i ∈ {the action set of the CR} do

Observe the subsequent fictive state sf of taking fictive
action i
Observe the fictive reward rf as given by (4)
Update Qn(s, i) = (1 − α)Qn−1(s, i) + α[rf +
γ maxxQn−1(sf , x)]

end for
s = s′

end for

In each timeslot, the CR chooses the action (the power
allocation vector p) which corresponds to the maximum Q
value in the current state. This action is given by the column
having the maximum Q value in the row corresponding to the
current state. Considering this greedy strategy instead of doing
random exploration, we call the proposed version ON-policy
Q-learning since it learns the value of the policy being carried
out by the agent, including the exploration steps.

The CR transmits with the power levels given by the chosen
vector p, observes the new state s′, cooperates with the receiver
node to measure the fictive noise Nk corresponding to the
normalized interference and noise in each channel

Nk =
nk + |gk|2jk
|hk|2

, (2)

and calculates the reward r defined by (4)

fk(p, j) = Bklog2(1 +
pk
Nk

). (3)

r =
∑
k

fk(p, j) (4)

Having the value of Nk, ∀k, the CR is able to do synchronous
update all the Q values in the row corresponding to the current
state s (defined by the previous actions of the CR and the
jammer), instead of the asynchronous update of only one cell
in the Q matrix associated to his action. This is the reason of
denoting the proposed algorithm as synchronous Q-learning.
This means that for each possible action a = p even the non
taken ones, the CR updates the value Q(s, a) as follows

Qn(s, a) = (1− α)Qn−1(s, a) + α[r + γ maxxQn−1(s
′, x)]

(5)
where γ is the discount factor that controls how much effect
future rewards have on the optimal decisions. Small values of γ
emphasizing near-term gain and larger values giving significant
weight to later rewards. α is a learning rate that controls how
quickly new estimates are blended into old estimates.
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B. Both the CR and the jammer using Q-learning

We consider that the transmit powers pk, jk in each channel
k can be selected from K levels. The CR is using the OPSQ-
learning as given by algorithm 1 against a jammer who is using
Q-learning as given by algorithm 2.

Since the jammer interacts with the CR and changes its
jamming strategy, we define the state of this interactive game
at each timeslot n by the pair (p, j) of actions taken by the
CR and the jammer at the previous timeslot.

In each timeslot, the CR chooses the action (the power
allocation vector p) which corresponds to the maximum Q
value in the current state and the jammer chooses the action
(the power allocation vector j) which corresponds to the
minimum Q value in the current state. The two players transmit
with the corresponding powers in each channel, observe the
new state s′ and calculate the immediate reward r. Having
the value of Nk, the CR updates all the Q values in the row
corresponding to the current state s.

In this work, we consider that the jammer can measure
the SINR value resulting from its action by observing the
acknowledgment packets exchanged between the transmitter-
receiver pair [22]. Then, it is able to calculate the immediate
reward and the Q value related to the taken actions pk and jk.
But even having the capacity of WBSS, the jammer can not
get the required information to update other Q values.

Algorithm 2 Multi-channel jamming power allocation using
Q-learning

Set γ and α values.
Initialize the Q matrix Q0 to zero matrix.
Select a random initial action and observe the initial state s
for n=1, 2, 3, · · · do

Select an action a verifying minxQn−1(s, x)
Observe the immediate reward r
Observe the subsequent state s′
Update Qn(s, a) = (1 − α)Qn−1(s, a) + α[r +
γ minxQn−1(s

′, x)]
s = s′

end for

IV. NASH GAME WITH PERFECT KNOWLEDGE

We start by presenting the common waterfilling technique,
before presenting the Nash game with perfect knowledge.

A. Waterfilling solution

The classic work in the problem of multi-channel power
allocation leads to the common waterfilling solution. For
example, each CR in [23] applies a waterfilling scheme
for allocating power over the available channels and the
greedy asynchronous distributed interference avoidance algo-
rithm (GADIA) to solve the mutual interference problem. It is
also exploited in [19], [20] to slove multi-channel power allo-
cation in the presence of a jammer in wireless communication
networks.

The optimal power allocation to maximize the transmission
capacity is given by the expression of the waterfilling solution

p∗k = (
1

λ
−Nk)+ (6)

where 1
λ is known as the water level, which can be found by

bisection and should satisfy∑
k

(
1

λ
−Nk)+ = P (7)

where Nk is the fictive noise power on each channel, as defined
by (2) and (x)+ = max(0, x).

B. Nash game power allocation

We consider here a sequential game in which both the CR
and the jammer make decisions but sequentially and with the
assumption of perfect knowledge for the jammer (the jammer
knows all what it needs to make its decision, such as the
channels gain coefficients and the CR’s power allocation). In
game theory, a game is said to be sequential if the players
choose their actions in a consecutive way and the latter player
requires information about the former.

The CR is able through WBSS and cooperation with the
receiver to get the fictive noise power Nk in each channel,
which is sufficient to implement the waterfilling solution and
to adjust its power allocation in each iteration of the game.

The jammer will allocate its jamming power to minimize
the total capacity. Mathematically, this is expressed as the
following minimizing problem

minimize
j

f(p, j)

subject to
M∑
k=1

jk ≤ J
(8)

We can write the Lagrangian as

L(j, µ) = −f(p, j)− µ(
M∑
k=1

jk − J) (9)

Since L is separable in jk, we can separately minimize each
term,

∂L

∂jk
=

|gk|2|hk|2pk
(|hk|2pk + |gk|2jk + nk)(|gk|2jk + nk)

− µ (10)

After solving the resulting second order equation in jk, we get

jk =

(
1

2

√
(
|hk|2pk
|gk|2

)2 + 4
|hk|2pk
|gk|2µ

− |hk|
2pk

2|gk|2
− nk
|gk|2

)+

(11)
where the KKT multiplier µ is the solution of

M∑
k=1

jk ≤ J (12)

and can be found by bisection. Concerning the other param-
eters in its power expression (11), the jammer is theorized to
have all relevant information with which to make its decision:
the channel gain coefficients, the CR’s power allocation and the
channel noise levels at each iteration. Note that the jammer’s
strategy, given by equation (11), is not a waterfilling strategy.
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V. NASH GAME WITH IMPERFECT INFORMATION

In real scenario, the jammer doesn’t have the required
information either to apply the Q-learning algorithm (as de-
scribed in section III) or to play the Nash game (as described
in section IV). According to the expression (11), the jammer
needs to estimate the CR’s power allocation pk and make
assumptions about the parameters nk, hk and gk.

A trivial solution for the jammer would be to make the as-
sumption of flat fading channels, otherwise he has to estimate
the different channel coefficients which seems complicated.
Let hk = h and gk = g, ∀k. He may consider g = 1, which
corresponds to the scenario of being near the receiver node.
Also, he may neglect the noise n. Furthermore, the jammer
may consider that what he detects through spectrum sensing
is equal to transmission power p multiplied by the channel
gain h.

VI. SIMULATION AND DISCUSSION

A. OPSQ-learning against fixed jamming strategies

In this scenario, we consider fixed jamming strategies and
we will compare the anti-jamming strategy of the CR applying
the proposed OPSQ-learning to the waterfilling strategy.

Let’s consider M = 3 channels. The action set of a sweep-
ing jammer is defined by Aj = {(J, 0, 0), (0, J, 0), (0, 0, J)}
with J as the total jamming power.

To apply the OPSQ-learning algorithm, we consider four
power levels for the CR:

{
0, P, P2 ,

P
3

}
with P as its maximum

power, so the CR may use one/two or the three available
channels and its action set is,

Ap = {(P, 0, 0), (0, P, 0), (0, 0, P ),

(
P

2
,
P

2
, 0), (

P

2
, 0,

P

2
), (0,

P

2
,
P

2
),

(
P

3
,
P

3
,
P

3
)

We consider P = J = 10 as the total CR’s and jammer’s
power, B = (1, 1, 1) as the channels’ bandwidth, the discount
factor gamma = 0.95 and the learning rate α = 0.1.

1) Comparison between OPSQ-learning and waterfilling in
flat fading channels scenario:

As first case, we consider flat fading channels for both
the CR and the jammer with equal channel gain coefficients
g = h = (1, 1, 1) and we consider also the same noise level
in all the channels n = (1, 1, 1). Fig. 3 gives the CR’s actions
resulting from the application of the learning algorithm against
the sweeping jammer. The action indexes are varying from 1
to 7 as given in the action set Ap of the CR. We present
in Fig. 2 the average payoff fluctuations during learning, the
payoff function is the total transmission capacity of the CR.
According to these figures, after some collisions (in timeslots
1 and 4) and some successful transmissions during about 12
timeslots, the CR learns to follow the optimal strategy as
given by Table I. For each action of the sweeping jammer,
we mention the index of the CR optimal action and the
corresponding power allocation found at the convergence of
the OPSQ-learning algorithm. As given in this table, the power

allocation resulting from the waterfilling strategy equals the
power allocation learned using the proposed algorithm.

Fig. 2: The transmission capacity over flat fading channels in
the presence of sweeping jammer

Fig. 3: The learned anti-jamming strategy against sweeping
jammer over flat fading channels

Jx index 1 2 3
power (10,0,0) (0,10,0) (0,0,10)

OPSQ-learning index 6 5 4
power (0, 5, 5) (5, 0, 5) (5, 5, 0)

waterfilling (0, 5, 5) (5, 0, 5) (5, 5, 0)
Capacity 5.1699 5.1699 5.1699

TABLE I: CR using OPSQ-learning/waterfilling against
sweeping jammer over flat fading channels

2) Comparison between OPSQ-learning and waterfilling in
selective channels scenario:

In this scenario, we consider selective channels for both
the CR and the jammer with the channel gain coefficients g =
h = (2, 1, 3) and we consider the noise vector n = (2, 3, 1).
We have chosen these values to make channel 3 better than
channel 1 which is better than channel 2, for both the CR and
the jammer.

Fig. 4 gives the CR’s actions applying the OPSQ-learning
algorithm. After some collisions (in timeslots 1 and 4) and
some successful transmissions during about 6 timeslots, the CR
learns to follow the optimal strategy as given by Table II. Con-
sidering the same parameters, the waterfilling solution against

4



each action of the jammer results in a power allocation close
to the solution found by using the OPSQ-learning algorithm;
the two solutions avoid almost the same channels but differs
slightly in the allocated power levels and the payoff values.
This difference is due to the number of possibilities (i.e. the
power levels) which is infinite for the waterfilling strategy and
finite for the proposed algorithm.

Fig. 4: The learned anti-jamming strategy against sweeping
jammer over selective channels

Jx index 1 2 3
power (10,0,0) (0,10,0) (0,0,10)

OPSQ-learning index 6 5 4
power (0, 5, 5) (5, 0, 5) (5, 5, 0)

Capacity (OPSQ) 6.9386 8.983 4.8745
waterfilling (0, 3.5556, 6.4444) (4.8056, 0, 5.1944) (6.25, 3.75, 0)

Capacity (waterfilling) 7.0104 8.9849 4.9248

TABLE II: CR using OPSQ-learning/waterfilling against
sweeping jammer over selective channels

3) OPSQ-learning against other fixed jamming strategies:

Fig. 5: The learned anti-jamming strategies against sweeping
jammer attacking the same channel for 2 TSs and 3 TSs

Since we have considered the time in the definition of
the state set, the CR succeeds to learn anti-jamming power
allocations against a sweeping jammer staying in the same
channel for two and three timeslots, as given by Figure 5.

B. OPSQ-learning against a jammer using Q-learning

In this scenario, we consider the same previous simula-
tion parameters. Here, the CR applies the OPSQ-learning as
given by algorithm 1 and the jammer uses the Q-learning
algorithm 2. We consider that the jammer has the same action
set as the CR: Aj = Ap. We will compare the strategies learned
by the CR and the jammer to the optimal strategies found at
the convergence of the Nash game under perfect knowledge.

Fig. 6 gives the payoff fluctuations during learning. After
about 13000 timeslots, the CR’s and the jammer’s actions
(power allocations) are no longer fluctuating and the trans-
mission capacity reaches the fixed value C = 2.4859. The
jammer’s final power allocation is j = (5, 0, 5) and the CR’s
final power allocation is p = ( 103 ,

10
3 ,

10
3 ).

In the Nash game, the CR uses the waterfilling expres-
sion (6) and proceeds by bisection until reaching the value
of λ corresponding to the allocation of the total power. The
jammer proceeds by bisection and calculates the sum of the
allocated powers to all the channels using the expression (11)
until reaching the value of µ corresponding to the allocation
of the total jamming power. At the Nash equilibrium (NE) of
the described game, we get (after 37 iterations) the jammer’s
power allocation j = (4.0370, 1.5370, 4.4259) and the CR’s
power allocation p = (3.3333, 3.3333, 3.3333) with the trans-
mission capacity C = 2.384, as given by Fig. 7. This result is
close to the result found using OPSQ-learning for the CR and
Q-learning for the jammer.

C. The CR with perfect knowledge against a jammer with
imperfect knowledge

We consider the Nash game in two scenarios; (1) the
jammer has perfect knowledge, (2) the jammer does the as-
sumption detailed before. We present in Table III a comparison
between the NEs of the two scenarios.

These results corresponds to the channel coefficients |h| =
(1.9821, 0.9848, 3.3178) and |g| = (0.533, 0.0985, 1.1683).
Hence, the jammer having perfect knowledge avoids bad
channels (e.g. channel two since it has low gain coefficient)
even if it used by the CR. This allows the jammer to attack
the other channels with higher powers which reduces the total
channel capacity of the CR. Without perfect knowledge, the
jammer occupies all the channels with almost the same power
level which results in a limited payoff gain for the CR (i.e.
limited loss in the effectiveness of the jamming attack).

NE under perfect knowledge NE under imperfect knowledge
p (3.3184, 3.5958, 3.0858) (3.3316, 3.4675, 3.2009)
j (4.9801, 0, 5.0198) (3.4679, 3.2153, 3.3167)

Capacity 10.8422 11.4391

TABLE III: Knowledge effect on the NE

VII. CONCLUSION

In this paper, we considered a power allocation game
between a CR user and a jammer. First, we proposed a
modified version of the Q-learning algorithm (OPSQ-learning)
which allows the CR to learn an anti-jamming power allocation
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Fig. 6: The transmission capacity over selective channels against a jammer using Q-learning

Fig. 7: The jamming and anti-jamming strategies at the NE

strategy. Then, we presented the game under both perfect
and imperfect information. Against fixed jamming strategies,
the learned solution equals the common explicit waterfilling
solution over flat fading channels and it is slightly different
over selective channels. Furthermore, we considered a smart
jammer using the Q-learning algorithm. The learned jamming
and anti-jamming power allocation strategies are almost equal
to the optimal Nash equilibrium strategies found under the
assumption of perfect knowledge. Finally, we studied the real
scenario when the jammer has imperfect information about
the CR user and the channel gain coefficients. Under this
condition, the jammer occupies all the channels with almost
the same power level which results in a limited payoff gain
for the CR.
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