Blind CP-OFDM and ZP-OFDM parameter estimation
in frequency selective channels
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Abstract— A cognitive radio system needs accurate knowledge of the
radio spectrum it operates in. Blind modulation recognition techniques
have been proposed to discriminate between single-carrieand multi-
carrier modulations and to estimate their parameters. Somepowerful
techniques use autocorrelation and cyclic autocorrelatio based features
of the transmitted signal applying to OFDM signals using a Cglic Prefix
time guard interval (CP-OFDM). In this paper, we propose a bind
parameter estimation technique based on a power autocorration feature
applying to OFDM signals using a Zero Padding time guard inteval (ZP-
OFDM) which in particular excludes the use of the autocorrehtion and
cyclic autocorrelation based techniques. The proposed thoique leads to
an efficient estimation of the symbol duration and zero paddig duration
in frequency selective channels, and is insensitive to reger phase and
frequency offsets. Simulation results are given for WiIMAX and WiMedia
signals using realistic Stanford University Interim (SUI) and Ultra Wide-
Band (UWB) IEEE 802.15.4a channel models respectively.

Index Terms— Cognitive radio, Modulation recognition

I. INTRODUCTION

Spectral monitoring has received considerable attentidghe con-
text of opportunistic and cognitive radio systems. Blinddulation
recognition (with no a-priori information) consists in i#ying the
different signal components (air interfaces) that are gumesn an
observed spectrum. A survey of algorithms currently awdéain
the literature can be found in [1]. While past studies haweus$ed
on single-carrier modulations, research has recently &eosed
on the identification of multi-carrier modulations. On onand,

can be operated in frequency selective channels and appl@EDM
signals using a Zero Padding time guard interval (ZP-OFDWMje
zero padding, in particular, excludes the use of the autetaiion
and cyclic autocorrelation based techniques. The proptesgthique
leads to an efficient estimation of the symbol duration an-ze
padding duration, and is insensitive to phase and frequeffegts.

In section Il, we review the blind parameter estimation gsin
features based on autocorrelation and cyclic autocoioelafor
CP-OFDM signals. In section lll, we present the blind pareme
estimation using a new feature based on power autocowsldtir
ZP-OFDM signals. Simulation results are given in section fov
WIMAX and WiMedia signals using realistic Stanford Univitys
Interim (SUI) and Ultra Wide-Band (UWB) IEEE 802.15.4a chah
models respectively [13], [14].

Il. BLIND PARAMETER ESTIMATION USING FEATURES BASED ON
AUTOCORRELATION AND CYCLIC AUTOCORRELATION

In this section, we review different algorithms used for #mti-
mation of the carrier frequency, power and oversamplingofaof an
observed signal component. Then the features based oncaatiae
tion and cyclic autocorrelation are presented for CP-OFDghals
to estimate the useful time interval, cyclic prefix durati@md the
number of subcarriers in frequency selective channels.

A. Estimation of the carrier frequency
To estimate the carrier frequencigs i = 0... N, —1 with N, the

mixed moments [2] and®order cumulants [3], [4] can be used tonumber of signals components present in an observed speatne

discriminate between single-carrier and multi-carriedulations and
to estimate their parameters. For instance, thedler cumulants of
OFDM signals converge to 0 as the number of subcarriers asee

can use a non-parametric approach based on a Fast Founnsfdna
(FFT) [12]. This method is appropriate for narrowband slgrabove
the noise floor provided the frequency resolution is highugfmo One

independently of the Signal to Noise Ratio (SNR) and hence caan assume that the observed compound signal has been daanple

be used to distinguish between single-carrier modulatams multi-
carrier modulations propagating through an Additive Wi@®ussian

Noise (AWGN) channel. Unfortunately, mixed moments arll 4

order cumulants do not perform well for more realistic chalsn
i.e., frequency selective channels with time and frequeoityets.
On the other hand, cyclic autocorrelation based featurés [§5,

[7] have been proposed to discriminate between singléecaand
multi-carrier modulations in time dispersive channels affcted
by AWGN, carrier phase, and time and frequency offsets.

least at twice the maximum bandwidth of intefest

S = |FFT(s)|? 1)

with s the received sampled data strears [s(0) ... s(N'—1)]” and
S its Power Spectral Density (PSDN( is the number of samples).
The carrier frequencieg!, i = 0... Ns — 1 are then estimated by
detecting the band-edges;,,, and B},,,;,, Vi = 0... N, — 1 with
a threshold between the noise level and the signal levelctwis
driven by the sensitivity of the receiver. The carrier frequies are

Moreover, a number of procedures [8], [9], [10], [11] havgnen estimated as:

been proposed using autocorrelation and cyclic autoaiiosl based

features to extract parameters for OFDM signals using a i€ycl

Prefix time guard interval (CP-OFDM) and propagating thiowg
frequency selective channel. In this paper, we review thistiag
techniques presented in [5], [6], [7], [8], [9], [10], [11}12] using
autocorrelation and cyclic autocorrelation based featui@ CP-

OFDM signals in frequency selective channels to determime t

power, oversampling factor, useful time interval, cyclicefix du-
ration, number of subcarriers, time and frequency offsEfe carrier
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B. Estimation of the oversampling factor and power speataisity

Assuming that the carrier frequencies have been estim#ted,
each individual signal component of interest can be dowaed
to baseband and low-pass filtered (with decimation). Theltiag
digital baseband signal can then be modeled as a receivedrazs
y = [y(0)...y(N —1)]" of length N such that:

INote that the larger the number of samples, the higher thguénecy
resolution provided by the FFT grid. This is a crucial partendo detect
signals having a small bandwidth. However, if the FFT sizéo large, the
sequence of lengttV’ can be divided inta\/ blocks of sizeT, then one can
perform M FFTs of lengthT and add the contribution of each block given

by (1).



1
) ) L—1 received sequence
y(i) = 7@ S p(Da(i— 1) +n() i€[0...N —1] 08 —— target filter
=0
®3)
wherex = [z(0)...z(N — 1)]7 is the vector of N transmitted 0.6

2
Y]

symbols, which have been oversampled by a fagtdhe h(1)’s are
the multipath channel coefficients withthe number of channel taps,
n = [n(0)...n(N —1)]7 is the vector of Additive White Gaussian
Noise (AWGN), ¢ is the receiver phase offset, ands the receiver
frequency offset.

In order to calculate the oversampling factgrwhich corresponds 1000 2000 3000 4000
to the ratio between the bandwidth of the low-pass filter amel t Number of samples
bandw'dth of the signal of interest, one C.an use again a noﬁ'g. 1. Estimation of the oversampling factor and power spédensity
parametric approach based on a Fast Fourier Transform (BRT) ysing real world measurement data
the received sequence [11]:

Y = |[FFT(y)|? @)

th k the shift index. One can assume that the autocorrelation
gﬁnction is cyclically shifted, i.e. two vectorg are concatenated
in order to cope with the data outside the intervat [0, N — 1].
For CP-OFDM, the last part of the OFDM symbol is copied at the
beginning to prevent Inter Symbol Interference (I1SI) aftaultipath

yloroet — [éones{i),zeros{N — 2i), éoneg{i)]T (5) propagation. Therefore, a peak in the autocorrelation tfanccan

2 2 be observed at dela¥;,. Figure 2 shows the ideal autocorrelation

with onegi) the all-one vector of length and zerogi) the all-zero  function for a transmitted CP-OFDM signal).
vector of lengthi. The optimization problem is to minimize over The autocorrelation function can be derived by replacing th

with Y the PSD of the received signal. Then, the idea is to desi
a target filterY**"9¢* which has the smallest Euclidian distance t
Y. Knowing the total energyl = sum(Y) in the frequency domain,
one can design the following target filter :

the following expression: received sequence model (3) into (9), leading to:
Gopt = min(Y — Y92 (6) L—-1
e =Y =X S |h()202 + 02 k=0
An exhaustive search on the indexis performed to solve this =0
optimization problem. Then, one can calculate the ratibetween ed2meTu > |h(l)|2TTC o2 k=T,
the bandwidth of the low-pass filter and the bandwidth of tigaa 150 °
of interest. The number of FFT points spanning the bandwidifix) = { e/27<* S~ n(1 + k)h* (1) k=1,...,L—1
of the low-pass filter corresponds to the number of samplgs =0
while the number of FFT points spanning the transmitter kadth 2R ST (L4 k — TR () 2262 k=T, +
corresponds to twice the cut-off frequency of the optimedeafilter. 1=0 °
Once the optimal,,: is found, one can calculate the oversampling (1,...,.L—-1)
factor: 0 otherwise
__N @ (10)
= 2iopt with o2 the variance of the transmitted signal amfl the variance

of the AWGN. As stated by these equations, there afepeaks

due to the multipath coefficients when the channel is statipover
A the observation window. Therefore, one can use a peak @®tect

p= iopt ) algorithm similar to [7] based on positive and negative skf+-’

Figure 1 shows an example of a received sequence of 4096 eam§PesPonding to the event of a positive slope followed begative
from a real CP-OFDM data measurement (with 26 tones goiy°P€ On Figure 3). One can assume that the maximum chariagl de
through an unknown channel and sampled at the receiver withB/€adL is smaller than the useful time interval,, therefore the
known sampling rate) after carrier estimation, downcosicer and P€aks corresponding to the cyclic prefix insertion will appas a
low-pass filtering. The estimation of the oversampling dacand second cluster of peaks at higher valuescoHence one can discard

signal power is performed using the algorithm presentedhis t

The estimated signal power (average of PSD over all frequbirs)
p is then defined as:

section, leading to; = 5.1 and p = 0.12 for this particular data copy copy
measurement. — T |
C. Estimation of the useful time interval and the CP-lengthGP- Top T,

OFDM signals ?- [

The estimation of the useful time intervédl, and the CP-length |E[z(i)z*(i - k)]
T., exploits autocorrelation or cyclic autocorrelation prajes of the
received sequence [9], [10], [11]. The autocorrelationhef teceived
sequence which corresponds to the second-order/onegainjayclic
cumulant at zero cyclic frequency in the work of [6], [7] cae b
written as: T,

r(k) = % S oy@)y*(i—k) ke[0...N —1] 9) Fig. 2. Correlation on a CP-OFDM signal



the peaks with the lowest shifts and keep the peaks with tiesst "'

shifts for the estimation of the useful time interval.

Figure 3 shows the technique used for estimating the layopsst.
The useful time intervalll, = ko, is estimated by an exhaustive
search according to the following optimization problem:

kopt = ngﬂr(k, + — occurs)| — |r(k,previous — +)|) (11) A /\

corresponding to the search for the optimal indeXor which the \ - f \ oo m */ Tt T+

difference between a peak (when a +- occurs) and its lowesiqurs
point (its previous -+) is maximized. The choice of the marul|
leads to an insensitivity of the autocorrelation featurephase and

frequency offsets (as the exponentials factors in (10)pgiear). k
The number of subcarrierdV. can be determined as the ratioFig. 3. Peak detection algorithm based on positive and ivegalopes

between the useful time intervdl, and the transmitter sampling

periodT; [11]. Moreover, the ratio between the transmitter sampling

period and the sampling period of the low-pass filferleads to the

oversampling factog = % Without loss of generality, the sampling

period of the low-pass filteF,. is normalized to unity. Therefore, once )

the useful time intervall’, has been estimated, one can determir@® given by:

the number of subcarriers by:

index as the received power sequence is a cyclic function pétiod
Ts. By substituting (3) in (16), the values of the power autoelation

L—1
T %(l;) W) i + 40202 + i)+
N, = " (12) %ui kt=0
From [8], it is known that a CP-OFDM signal is cyclostatioparith L
period T, = T, + Tcp. The cyclic autocorrelation is given by: TEC(Z ) Ih(D)[202 + 02)2+
N-1 =
B _ 1 Nk (g —27jBi/N L-1
C’(k:)—ﬁigoy(z)y (i — k)e 2™B/N (k. 3)e[0...N —1] d(k) = ;—20,21(2|h(l)|20'§+a'721)+ 0<e<Ts
(13) Typ—c le Vit 0
From the model in (3), one can determine the cyclic periad T, on 7
using the following optimization problem with an exhaustisearch L
on . LB (3 W02 + 02)*+
Bopt = maz|CP(T,)* (14) R i
. . p#0 . . 2Tzp ;2 (Lil |R(D)|?02 + o2) otherwise
The cyclic period can then be found by the following equation Ts "MV ® "
17)
Ty =Ty +Top = N (15) With 5 the 4" order moment of the transmitted signal anif the
Bopt 4" order moment of the AWGN. The first term of (17) is the peak

Finally, time and frequency offsets can be determined usjymip- Vvalue of the power autocorrelation function at defay= 0. For the
stationarity properties of CP-OFDM signals with prior infeation on  second term of (17), the values of the power autocorreldtioation
the pulse shaping filter [8], or conventional autocorrelatimethods for which & lies in the intervald < ¢ = |k — 75| < T3 YVt # 0
without prior knowledge on the pulse shaping filter [15]. correspond to the values of periodic triangular functiares, values

where the zero padding of the received power sequence asiaifitsd

[1l. BLIND PARAMETER ESTIMATION USING A FEATURE BASED  Version overlaps. The last term of (17) correponds to thaiesl
ON POWER AUTOCORRELATION of k& where the zero padding of the received power sequence and

ZP-OFDM signals differ from CP-OFDM signals in that zerodts shifted version does not overlap. We can observe thapltzse

are appended at the end of each OFDM symbol (instead of a é'lyj I:requency offslets do not aflfegt th? powerhautocqrmialixeqture
for the next symbol). Therefore ZP-OFDM signals exhibitther as the exponentials are canceled owing to the conjugateater

autocorrelation nor cyclic autocorrelation properties. €Btimate the E'guf 5 shows tf|1.e pdower agtoc?rrelatlon (wh(tjare the redem:ve{r)
symbol durationT,, we introduce a new feature which will be OfDMeen ngrrlnat:ze_ tOV\L;_T\;ltyzj_ or a receive igque_nhce OSN1R pr
referred to as “power autocorrelation”. The power autogkation symbols having WiMedia parameters [16] with a 0

feature can be also referred to the fourth-order/two-cgaije moment

at delay vector [0,0,-k,-k] [7]. Moreover, this feature ile used to ‘ o | [0 |-
estimate the zero padding duratidn,. The power autocorrelation T, T
feature is defined as: T‘ 0 ‘ ‘ 0 ‘

N1 2 (s 2
d(k) & £ 3 y@)PlyG - k)P ke0...N—1]  (16) Ele@Plt-hP]
=0

with & the shift index and wherg(:) is defined in (3). By autocorre-

lating the power of the transmitted sequence, we can obsetran

of triangles with periodl’s as shown in Figure 4. &
We definec = |k — tTs| as the absolute value of the timing Tt T

difference between the shift indek and an integer multiple of

the symbol duratio¥’s. The integer multiplg correspond to a train

Fig. 4. Power autocorrelation on a ZP-OFDM signal



5 dB on a CM-4 channel model [14]. We can also observe that 25
the power autocorrelation varies periodically with a tgatar shape
function according to the symbol duration and the zero pagldi

duration. The time difference between two consecutivengfies is 2

actually the symbol duratiofi; of the ZP-OFDM signal. To find the =

number of periodsk,,: in the power autocorrelation function, we E15 -
define the vectod = [d(0)...d(N — 1)], its frequency transform B <5

D = FFT(d) and we compute: 1 o™ S ot o M
o 2
kopt = maz[D(k)] (18) os | | |
Without loss of generality, the sampling period of the loasp 0 500 1000 1500
filter T5- is normalized to unity, leading to the estimated symbol k
duration: N Fig. 5. Power autocorrelation of a ZP-OFDM signal on a CM-4rutel
T = (19)  model with SNR=5 dB

kopt
The power autocorrelation has the shape of a pulse trainbest
with a triangular function (as seen on Figure 5). To estintla¢ezero-

_nl 2 _
padding duratioriZ.,, we build a target filter that best matches thé/Ve de5|gn a target filter (usingec = [0, 7, 7,..., 1] and decr =
received power autocorrelation. We assume that the reteioever L1+ 2,1,0]) as follows:
has been normalized to unity knowing the estimate of theasign
powerp and the estimate of the oversampling facgoiThe estimate dt‘”'get = [Zk -(onegi) — dec), zerog ki\;t 27),

of the received power can be written as: (23)

lk (ones{z) decr)]T X kopt

W p 2 - The zero padding duration is then defined Bs, = i.p: in the
T Z| oz +on) + T, " (20) following optimization problem:

We define the normallzed power autocorrelatdiif™™ as the ratio lopt = mjn(dsmﬂed —djmoe)? (24)
between the power autocorrelatiehand the square of the received . . . oo
power p. Considering only the development of the useful terms in An exhaustive search ohis perfqrmed t,o solvg this optlmlzatlon
(17), we can factorize the normalized power autocorretaticth problem. [fiop, = TZP’ th” the2est|mator S consistent at high SNR.
periodic triangular functions depending only on the overteetween Indeed, if we consides; >> o, we obtain:
the received power sequence and its shifted version, sychation, shifted T(T;rg*c) 0<c<Ty VE#£0
useful time interval and zero padding duration: d (k) = T (25)

u

0 otherwise

T . Then, the surface of the power autocorrelation shifted:byecomes:
i (2 ROz + 020k 4 pi) .
T bt =0 At = kop T (26)
(Tu o, i and the target filter is:
( o2 ) digreet = [TstP (onegi) — dec), zerog 2~ — 2i),
T ?pp ot (27)
Z |23 +02 =22 (onegi) — decr)]” X kopt
d™m (k) = o2 ( Z Do+ o2)+ 0<c<Ts,y At high SNR, we therefore obtaid*"*/**? = d*"9**. Note that
sz ¢t =0 V£ 0 a better estimator can be found with the knowlédge of theenois
p?T; On variances? replacing the distancg in (22) by the last equation of
(TueTup)T, ) (21). This could be done for instance by tracking a part ofdoeived
T2 7+ signal where no signal transmission occurs. However, &sphper
(HTT;HP _ o3 ) chuses on tota_lly inn_d estimators,_ we conside_r only thimaior at
Z, Im2edted high SNR for simulation results. Finally, knowing the ovargpling
2Tz 5 o ) ) factorq and the useful time interval, = T, —T.,, we can determine
o A Z [h(D)| o + on) otherwise  the number of subcarriers having the sampling period of daepass
=0 (21) filter T’- normalized to unity:
In order to calculate the surface under the triangular fionctwe T,
shift the minimum of the power autocorrelation function tera Ne = I (28)

Considering a target filted;*"** with a zero padding of length

1, the distance between the peaks and the minimum of the power

autocorrelation function i, = T%i/(T: —i)2. We can also define the IV. RESULTS

distance between the minimum of the power autocorrelatimetfon Simulation results are performed on the Stanford Universit

and the zero axi; = T (T, —2i)/(Ts — i)°. Therefore, the surface terim (SUI) channel models [13] for WiMAX signals [17] and tt#

of the power autocorrelation shifted By (d*"*/*** = d"°™™ —I,)  Wide-Band (UWB) IEEE 802.15.4a Channels Models (CM) [14] fo

is defined as: WiMedia signals [16]. Two types of channels are chosen, oa on
norm Ts — 2i hand the SUI-1 and the CM-1 channel models which have a Line Of

A= Z (d - TSW) (@2) Sight (LOS) property for flat terrain with light tree densiiynd, on



the other hand, the SUI-4 and the CM-4 channel models whigk ha

a Non-LOS property for hilly terrain with heavy tree densifyhe
different characteristics of SUI channels models are ginefable I.
For the CM channel models we refer to [14]. The parameterd fe

the WIMAX (CP-OFDM) and the WiMedia (ZP-OFDM) transmitters

are given in Table II.

SUI 1 channel
Tap1l | Tap 2 | Tap 3
Delay (us) 0 0.4 0.9
Power (dB) 0 -15 -20
K factor 4 0 0
Doppler (Hz) | 0.4 0.3 0.5
SUI 4 channel
Tap1l | Tap 2 | Tap 3
Delay (us) 0 15 4
Power (dB) 0 -4 -8
K factor 0 0 0
Doppler (Hz) | 0.2 0.15 0.25
TABLE |
SUI CHANNEL MODELS
Parameters WIMAX | WiMedia
Bandwidth 10 MHz | 528 MHz
Ne 256 128
Number of samples iy, -p 64 37
Tu 25.6us 242.42 ns
Tep,zp 6.4us 70.07 ns
Channels SUI-1&4 | CM1&4
Nb symbols 10 10
TABLE I

OFDM SIGNAL PARAMETERS

When using these channel models to evaluate existing miatula
recognition procedures discriminating between singieiea and
multi-carrier modulations based on mixed moments affdorder
cumulants [2], [3], [4], it is observed that the thresholdues for the
different features can vary greatly with the different chelhmodels.
Therefore, these algorithms are not suitable for the diereaif an
OFDM signal without a priori knowledge of the channel coiuis.
The detection algorithms presented in this paper, howewrer,not
based on the search for a threshold in a particular sceraraather
on jointly detecting/estimating OFDM parameters blind ia [5],
(6], [7], [9], [20], [11].

Figure 6 shows the autocorrelation peaks observed for aveste
sequence of 10 CP-OFDM symbols (WIMAX parameters) with
SNR of 0 dB, a frequency offset= 0.4 and a phase offset = 7/4

1
0.8t .
Correlation
__ 0.6 peak
<
T 04

Fig. 6. Autocorrelation of a CP-OFDM signal through SUI-Zanhel model
with AWGN at SNR=0 dB

SUI channel models. Moreover, the algorithm is rather isg&® to
the channel (as good for SUI-4 as for SUI-1).

Figure 8 shows the Coefficient Variation Root Mean Square
Deviation CV(RMSD) for the useful time interval’, and the CP
durationT¢, on SUI-1&4 channel models. The CV(RMSD) for the
vector parametef is defined as:

E[(6 — E[0])]
E[0]

The coefficient variation shows that the algorithms give adjo
estimate of the useful time intervdl, and the CP duratiofic, at a
particular SNR threshold. On SUI-1 channel, the useful tinterval
T. is well estimated at SNR=-1dB, while its CP duration is well
estimated at SNR=1dB. On SUI-4 channel, the useful timeniate
T. is well estimated at SNR=0dB, while its CP duratif, is well
estimated at SNR=2dB.

This characteristic can also be used for the detection of CP-
OFDM signals. As the noise and the transmitted sequenceadem
variables which are independent and identically distebug.i.d), the
autocorrelation function of the received sequence is Okfos L.
Moreover, the probability of false alarm for noise and singhrrier
modulations is related to the length of the window used ftimestion
Py, ﬁ In our simulations, we use a received sequence
(which is referred as a “block”) of 3200 samples (equivalémt
the number of samples for 10 CP-OFDM WIMAX symbols) and
a maximum number of channel tags=60, giving a probability of
false alarmP;, = 6.49 x 10™*. Consecutive blocks for noise and
single carrier modulations will have a very high probailib give
gifferent estimates, while CP-OFDM signals will provideetiame
estimate with a very high probability. Therefore, if two eecutive

CV(RMSD) = (29)

on a SUI-4 channel model. As seen in [6], [7], the modulus ef th

autocorrelation feature is insensitive to phase and frequeffsets.
We can see autocorrelation peaks at delay 0 and for shoysiala
to the maximum delay spread of the multipath channel. Thecame
observe a significant peak corresponding to the useful timerial

T.=25.6us (corresponding to a value 256 on the x-axis of the figure

having normalized the sampling period of the low-pass filferto
unity). In this figure, two significant peaks can be obserwaihg to
a cyclic shifting used in the autocorrelation operation.

Figure 7 shows the performance of the algorithm in terms of

probability of correct detection (which indicates that thigorithm
correctly estimates the useful time intervBl and the CP duration
T.p) versus SNR (WiIMAX parameters) on SU&H channel models.
From this figure, we can conclude that at 5 dB we are sure t@ctyr
estimate the useful time intervdl, and the CP duratiof,, of a

1
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0.4
0.2
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-15  -10 -5 0 5
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Fig. 7. Probability of detection of a CP-OFDM signal throu§hl-1&4
channels models with AWGN

CP-OFDM signal using a record of 10 OFDM symbols on generic
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Fig. 8. CV(RMSD) of the useful time interval’, and the CP duratioff’;,

on SUI-1&4 channel models with AWGN Fig. 10. Probability of detection of a ZP-OFDM signal throuGM-1&4
channel models with AWGN

blocks provide the same estimate of the useful time intefyabr the

CP durationT,,, we declare that a CP-OFDM signal is detected. If phase and frequency offsets. We can see that the suatesisio
the consecutive blocks provide different estimates of theful time triangular functions can be well approximated by the tarjesr.
interval T, or the CP duratiorf,, then the signal is declared eitherp, . o ar the noise has a negative impact on the estimatitheof

noise or single carrier modulation. zero padding duration, therefore a significant SNR is nergs®

.Tfable i S,hOWS the actual p.erformance using a set of medsla® 1,0 an accurate estimation of the zero padding durafign (cf.
similar to Fig.1 where the signal has already been downctede Figure 5 with SNR=5 dB)

to baseband. The data sets GW16-GW26 are CP-OFDM signal
from 16 to 26 tones going through unknown channels and sampl
at the receiver. The sampling period of the low-pass filteris
normalized to unity. This Table shows that we can obtain adgo
approximation on the estimate of the number of subcarrisiagu
real data measurements.

“?:igure 10 shows the performance of the power autocorrelgto
Estimate the symbol duratioft; for different values of the SNR
éWiMedia parameters) on CM&i4 channel models. The algorithm
Shows very good performance even at low SNR for 10 received
ZP-OFDM symbols on generic Ultra Wide-Band (UWB) IEEE
802.15.4a channel models, with very high probability of reot

Data sets| GW26 | GW24 | GW22 | GW20 | GW18 | GW16 detection (which indicates that the algorithm correctlireates the
q 5.1 5.6 6.2 6.5 7.3 8.2 symbol durationT;) at SNR=5 dB. Moreover, if we use the power
p 01z | 015 | 017 | 019 | 022 | 0.27 autocorrelation technique with 10 ZP-OFDM symbols and WiKIA
T 127 127 127 127 127 126 parameters on SUI&4 channel models, we get a high probability
Ts 1455 | 1455 1455 1455 | 1429 1455 . _ . .
N, 549 557 505 195 77 155 of correct detection at SNR=0 dB as seen on Figure 11, owing to
the larger number of subcarrie®.=256 (or useful time interval
TABLE Il T.,=25.6us) and zero padding duratidh.,=6.4us compared to the
ESTIMATED PARAMETERS FORCP-OFDMSIGNALS USING REAL DATA  WiMedia parameters. It can be shown by simulation that the ke
MEASUREMENTS parameters are the number of subcarridis(or useful time interval

T.), zero padding duratioff’.,,, and number of OFDM symbols (the
algorithm is rather insensitive to the channel). In face, gineater these
Figure 9 shows the shifted power autocorrelation variatitor a key parameters, the lower the SNR necessary to achieve acperf
received sequence of 10 ZP-OFDM symbols (WiMedia pararsietesymbol duration detection.
with a SNR of 0 dB and the target filter used for the estimatiébn o Figure 12 shows the CV(RMSD) for the symbol duratiéh and
the zero padding duratioft;, given in (21) with a frequency offset the ZP duratiorl%, on SUI-1&4 channel models. The CV(RMSD)
e = 0.4 and a phase offset = 7 /4 on a CM-4 channel model. As shows that the algorithms give a good estimate of the syminaition
seen in section lll, the power autocorrelation feature Eemsitive 7T, at a low SNR threshold. On SUI-1 channel, the symbol duration

power correlation
—target filter 0.8

0 500 1000 1500 -15 -10 - -5 0 5
k SNR

Fig. 9. Power autocorrelation of a ZP-OFDM signal and itinested target Fig, 11. Probability of detection of a ZP-OFDM signal SW4 channel
filter through CM-4 channel models with AWGN at SNR=0 dB models with AWGN
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Fig. 12. CV(RMSD) of the symbol duratioff's and the ZP duratiorf,
on SUI-1&4 channel models with AWGN

Ts is well estimated at SNR=0dB, while on SUI-4 channel, th

symbol durationT; is well estimated at SNR=1 dB. As the zero

padding duratiori, is more sensitive to noise, the CV(RMSD) for

T., reduces as the SNR increases. If we have to consider a featUgd

for the detection of ZP-OFDM signals, the choice Bf is more
appropriate. Indeed, as the noise and the transmitted segume
random variables which are independent and identicallyridiged
(i.i.d), the shifted power autocorrelation function (25)tle received
sequence is 0. Moreover, the probability of false alarm fois@ and
single carrier modulations is related to block size of theeieed
sequence used for estimatidty, = % In our simulations, we use
a block of 1650 samples for WiMedia parameters and a block
3200 samples for WIMAX parameters (equivalent to the nundfer
samples for 10 ZP-OFDM symbols), giving a probability ofstal
alarm Py, = 6.06 x 10™* and Py, = 3.13 x 10~* respectively.
Consecutive blocks for noise and single carrier modulatioil have
a very high probability to give different estimates, whil®-DFDM
signals will provide the same estimate with a very high plolits.
Therefore, if two consecutive blocks provide the same extof the

symbol duratiorl;, we declare that a ZP-OFDM signal is detected; s,

If the consecutive blocks provide different estimate of #yenbol

durationTs, then the signal is declared either noise or single carrier

transmission.

V. CONCLUSION

In this paper, we have proposed a blind parameter estimati
techniqgue based on a power autocorrelation feature amgplyin
OFDM signals using a Zero Padding time guard interval (ZFD®Iy
which in particular excludes the use of the autocorreladind cyclic
autocorrelation based techniques. The proposed techrtigeeled
to an efficient estimation of the symbol duration and zerodpagl
duration in frequency selective channels, and was inseasto
receiver phase and frequency offsets. Simulation resudte wgiven
for WIMAX and WiMedia signals using realistic Stanford Urisity
Interim (SUI) and Ultra Wide-Band (UWB) IEEE 802.15.4a chah
models respectively. Simulation results have shown thaDKF
signals without a CP (as used in WiMedia) could be detectsgéda
on their zero padding without any loss in performance comgdo
similar CP-OFDM parameter estimation algorithms. Thesbrgues
could be used in several applications to monitor ZP-OFDMalig
and to estimate their parameters (Bluetooth 3.0, WiMedlia..
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