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Abstract

The growth in wireless technology and the increasing denfand
wireless multimedia services creates a lack of spectrumotans
tial solution to this issue is to allocate the spectrum dyicafty by
means of cognitive radio. Iterative Water Filling (IWF) ceffer a
practical solution to this dynamic spectrum allocatiorraghtfor-
ward implementations of IWF in C/C++ or Matlab already exisi
our knowledge, this algorithm has not been studied yet invante
driven simulator such as OMNeT++/MiXiM. For the implementa
tion of the IWF, it is required to have multiple sub-channeith
an adjustable power for each of them. In this work, severiatieg
MiXiM modules are extended in order to permit the use of multi
ple sub-channels for the communication between nodes. dverg
new classes, maps and events are created for the impleioardht
the IWF algorithm. The implementation is validated throwgin-
ulations of a scenario where two tactical radio networkscishén
the same area.

Categories and Subject Descriptors

C.2.1 [Computer-Communications Networkg: Network Archi-
tecture and DesignWireless communication$.6.8 [Simulation
and Modeling]: Types of Simulation—Discrete event

1 Introduction

Nowadays, there are a lot of wireless applications shatiagéame
medium. This overload leads to a lack of spectrum in given fre
qguency bands. At this time, the allocation of the spectrumastly
static and based on licensing, as in the case of the FM-bahd. T
purpose of this work is to present another approach of sidhia
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cess the medium of the different nodes. In this work, all thees
are considered equal in a open sharing model (based on nsdide
bands). This model can be applied in the case of a militasr-int
national deployment with little preparation time in whiciin@amic
spectrum allocation permits the coexistence of tacticdioraet-
works in the same area. In such a situation, it is not conmenae
consider a static allocation of frequencies between thicgzating
states.

A practical implementation of the spectrum management @n b
achieved thanks to game theory [1]. Game theory is a matheahat
modeling of strategic situations (= game), in which an irdimal’s
choice depends on the choices of the others. The choicelisted

by an objective function. The result of this function can lp&iroal

if the players cooperate with each other. Because of thenabse
of cooperation between networks of cognitive radios (= @tay; it

is not a cooperative game anymore, but a competitive onehign t
case a Nash equilibrium (NE) can be reached. In a NE, no player
can increase the outcome of its objective function by ueikdty
changing its strategy.

In this work, the iterative water filling (IWF) algorithm issed for
solving the non-cooperative game for DSA [11]. This contpeti
algorithm gives a sub-optimal allocation of the power bytritisit-
ing the total power available at the transmit nodes on difiesub-
channels. The total power used by the transmitters is atheesl if
this power is higher than necessary for reaching the taggatrdte.
This is really beneficial for the economy of power, and forugdg
the interference with other networks.

The behavior of IWF can be simulated using sequential progra
ming languages such as C/C++ and MatLab. These implementa-
tions give a global idea of the convergence of the algorithut,

same medium by means of a dynamic allocation of the spectrum do not give insights about the behavior in a more realistigren-

instead of the static allocation. The cognitive radio (CR)vides
a solution to this dynamic spectrum access (DSA). This qanise
an extension of the software defined radio (SDR).

Three approaches of DSA can be distinguished: the dynarmic ex
clusive use, the open sharing and the hierarchical accegelmo
[3]. Those models vary according to the existence of psidatac-

*S. D’hondt, B. Scheers and V. Le Nir are with the Royal Miljtar

Academy, Dept. Communication, Information Systems & Senso
(CISS), 30, Avenue de la Renaissance B-1000 Brussels BEMGIU
This research work was carried out in the frame of the BelBian

ment. There is nowadays no implementation of the algorithm i
a real event-driven simulator. The purpose of this work isdn-
cretize this implementation in OMNeT++/MiXiM [10, 5]. A fits
approach would be to use the signal class of MiXiM for defining
multiple sub-channels [4]. In this work, we propose a secapd
proach in which we actually extend existing modules in thenee-
tion manager to control multiple sub-channels indepergent

The IWF is presented in details in section 2. The algorithfirss
described for a single network. Then, the iterative aspegiré-
sented for networks coexisting in the same area. Finaléy|\WF
algorithm with the power control aspect is described. Irtisac
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eral existing MiXiM modules are extended in order to perrhi t



use of multiple sub-channels for the communication betweeles.
Moreover, new classes, maps and events are created for pie-im
mentation of the IWF algorithm. The implementation is vatitl
in section 4 through simulations of a scenario where twddalt
radio networks coexist in the same area.

2 Presentation of the algorithm

A cognitive radio is equipped with a cognitive manager resjue

for the control of the total power and the power allocatedaohe
individual sub-channel. In this work, IWF is used for theqireal

realization of the cognitive manager. The IWF approach ilgu
competitive and leads to the determination of a sub-optimiim
better understand the implementation of IWF, we will introd in

this section the IWF in three steps. The water filling aldoritis

first introduced for a single network and then, it is genegalifor

several networks. Finally the power control is introduced.

2.1 Water Filling

The water filling (WF) algorithm is considered for one singau-
ple of users composed of a transmitter and a receiver.
nodes are in an environment with noise and they dispose df-mul
ple sub-channels which they can use in parallel. The proloiam
be considered as an optimization problem. The optimizatias
to be performed on the transmitted power. For the considesed
work, a given data rate has to be achieved with the lowesilgess
power. In order to solve this, the Lagrange multipliers aved.i(for

a theoretical overview, see [2]). The problem is describgdhle
following problem

Minimizey; ™, P

subjecttoT <R @

with R=Af 5, Cllogz <1+ BH

variables are given in Table 1.

. In this equation, the different

Nc amount of sub-channels
P, | power delivered to channel "I” by the transmitter
T target data rate for the network
R Effective data rate for the network
Hi channel property for channel "i”
Oj Standard deviation of the noise for channel "if
r The signal to noise ratio (SNR) gap
Af The sub-channel bandwidth

Table 1. Variables used in the optimization problem

The problem can also be expressed by its dual form

Af Zlogz <1+ ) —T} 2

with A the Lagrange multiplier for the target rate constraint. The
derivative is given by
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The solution of this problem is determined by the followirgua-
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Figure 1. Water Filling - Analogy with water

tion

+
1 re?
P = {m - W:| (4)

The solution gives the optimum for the dual form. By conseqee
this solution is also an optimum for the initial function [2}t this
step, it is possible to define what is called the water levektivh

2
is equal to%. The water level is compared to the value‘%?‘7

|
called the normalized noise.

if W > Mf then P =0 )
it 9% 1 then R= 1 T
Az < %af = AT~ HE

From equation (5), an allocation of power is determined.sTh
location provides the optimal power configuration for optimg
the data rate between a couple of transmitter/receiveaydagy the
noise in the surrounding. An illustration of this algorithepre-
sented in Figure 1. The water (= the power) has to be disatbirt
the reservoir (= the normalized noise in the sub-channdlsgre-
fore, the water is poured into the reservoir, and the ligalds the
form of the recipient. If the depth available at a given pleceon-
sequent, the amount of water at this place is important. thés
same for the power: a limited depth means a lot of noise being
present in this band, and the power allocated to this bandowil
reduced. Finally, the sum of the allocated power in a suliobia
and the ambient noise is fixed to a constant value, the watek. le
This water level is the same for each sub-channel.

2.2 lterative Water Filling

The Water Filling principle has been introduced in the prasisec-
tion and an illustration has been given for a single netwbik.the

implementation of this algorithm in case of multiple netisrit is

necessary to introduce the iterative aspect [11, 8, 6, 7. princi-

ple is that each network in turn will execute the IWF (see ey
section) considering the interference of all other netwa& noise.

Figure 2 shows two networks interfering with each other. rizve
network is composed of one receiver and one transmitter.y The
communicate using the same sub-channels, which meansthiat i



Figure 2. Two networks close to each other

Network 1 Network 2
1 2 3 4 5 6 71 8 1 2 3 4 5 6 7 8

Number of the sub-channel Number of the sub-channel

Figure 3. Distribution of the power on the sub-channels of tle
two networks

ference exists. In the case of this example, eight sub-eiarane
considered (numbered from 1 to 8).

The four nodes are in a noisy environment, but this noisetis@c-
essary the same on all the sub-channels. The noise is prdsant
Figure 3. Both couples of transmitter/receiver want to ezsm op-
timal communication. The first step consists in sensing thdiom
and in detecting the noise present in each sub-channelattipe,
the node is not able to make a distinction between noise émher
to the surrounding and the interference due to other tratemsi
The interference is also represented in Figure 3. At thig tithe
power allocation of the first network (left) takes place nhaom the
four lowest sub-channels. The second network (right) usaalyn
the four highest sub-channels for its communication. Thistra-
tion shows intuitively the existence of an equilibrium beem those
two networks. Because the first network sends a lot of power at
the lowest frequencies, it causes a lot of interferencetfelawest
sub-channels of the second network and vice versa. If tiveonkes
allocate the power iteratively, it will lead to a NE.

Note that in the two figures, there is a difference in the wisezl
of the two networks. This difference exists because thé pataer
delivered by the two transmitters is not necessarily theesaht
this time, the water level of the second network is highemegins
that the transmitter of the second network emits with moregso

2.3 IWF with distributed power control

In this last step, we will describe the distributed power tomn
mechanism of the algorithm (see Figure 4). For this, it isesec
sary to make a distinction between the inner and the outer. loo
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Figure 4. Schematic representation of the Iterative Water Hl-
ing Algorithm

The first executed loop is the inner loop. During its exeautaach
node is looking for the optimal allocation of power betweér t
sub-channels to maximize its data rate subject to a totabpoan-
straint. The determination of the best allocation is caltad thanks
to the formula (5). This is done iteratively by all the netk®until
convergence is reached (mostly after five or six iterations)

When convergence is achieved, the outer loop is started hift t
level, the effective data rat®() is compared to the target data rate
(Tj). The difference between those two values determines the de
cision to take. If the target rate is smaller than the effectate, it
means that the transmitter delivers too much power and @ssm
would be enough for ensuring the desired data rate. Theretoe
maximum delivered power of the considered transmitterlvéltie-
creased by a given quantij(dB).

If the target rate is not reached, it means that the powerateli by
the transmitter is not enough to ensure the desired datalretieis
case, the maximum delivered power of the considered tratesmi
will be increased. The outer loop is continuously executedil
every transmitter has reduced its power to the minimum.

3 Multichannel model in MiXiM

MiXiM is an package that adds the mobility dimension to stati
networks. In OMNeT++, nodes are composed of different layer
Messages can be exchanged between the nodes by using the in-
put and output points (cGate). A message is characterizédidy
main parameters: its transmitter and its receiver. UsiagMiXiM
framework, messages can be transmitted by means of a veireles
channel and will only be processed by the destination recéiv

a connection exists between the two parties. The existefniteso
connection is determined by the connection manager.

In the original simulation, the connection manager decifi@son-
nection is possible between two nodes based on the signalge n
ratio (SNR) at the receiver side. This leads to the calcutatf

a maximum interference distance, which is compared to thke re
distance between both nodes (see Figure 5).

The purpose of this work is to concretize the implementatibn
the IWF algorithm in OMNeT++/MiXiM [10, 5]. A first approach
would be to use the signal class of MiXiM for defining multiple
sub-channels [4]. In this work, we propose a second apprach
which we actually extend existing modules in the connectiam-
ager to control multiple sub-channels independently. Tealoit

is necessary to add the sub-channel dimension to severdidng
and to specify the sub-channel through which a message Hs to
sent from the transmitter to the receiver. The extensionGxte
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Figure 5. Overview of the initial simulation
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Figure 6. Extension of a cGate to a cMultiChannelGate

class is achieved by the creation of cMultiChannelGate [Sge
ure 6) which allows to specify the number of the sub-chansetiu
for the transmission. Other functions need also to be cugtn
as "SendToChannel();? "ConnectTo()” and "DisconnectFrom()”
to take into account the sub-channels created by the chvhdt€
nelGate extension. The consequence of this customizatitimat

the connection manager doesn’t only manage the connecéon b
tween nodes, but also the sub-channels that can be usedafor th
purpose. The class AirFrame has also been extended to the wAi

frame by adding the sub-channel dimension. The connectam m
ager is now able to determine if two nodes are connected ghrou
given sub-channels. This is achieved thanks to"ttedateNic-
Connections()”

At this step, the model is composed of multiple sub-chanirels
stead of a single channel. It is still necessary to add soemegits
in order to stock data related to the execution of the allgoritFor
the implementation of IWF, three new classes have beenetteat
The variables and the classes created for the implememtat®M-

Variable Description Class
node refers to the memory address of a given nogde node
of the network
indexchannel describes the sub-channel on which the traps- node
mission is established
pathloss characterizes the losses in the sub-chanhel node
connected to this node
power gives the power delivered by this node on this  node
sub-channel
network gives the id of the network to which the node  node
belongs
status describes the status of the node: "0"=Rx apd node
"1"=Tx
staticrandom gives a random character to the sub-channel  node
indexchannel describes the sub-channel on which the trans- receiver

mission is established

includes noise and interference due to trans- receiver
mitter of other networks

noiseandinterference

powerowntx gives the power delivered by the own trans- receiver

mitter

pathlossowntx gives the pathloss caused during the transnfis- receiver
sion from the own transmitter

limits the absolute total power delivered b
the transmitter

sums all the powers delivered by the transmijt-waterfilling

ter on all the different sub-channels

maxpower waterfilling

constraintpower

iteration gives the number of inner loop executed in tHiswaterfilling
outer loop
targetrate fixes the target rate for this network waterfilling
Table 2. Description of the variables created in OM-
NeT++/MiXiM
Key Value
MultiChannelNicEntry* list<receiver>
int double double double
indexchannel | noiseandinterference | powerowntx | pathlossowntx
Node 1 0 3,46 x 1011 0,0218 2,23 x 1011
4 3,22 x 1011 0,0195 2,12 x 1011
Node 2 0 8,72 x 1010 0 4,28 x 1011
4 1,18 x 1011 0,121 4,43 x 1011

Figure 7. lllustration of the map related to the receiver class

After the creation of classes and maps related to each of, tihésn
now possible to start the implementation of IWF with disttidd
power control. Therefore, three functions independennfeach
other are created.

The first one is the functiofcalcpower()”. Its aim is to fill in the
map linked to the the node class. This function is called ttuaye
with the "UpdateNicConnections()” Another important role of

NeT++/MiXiM are described in Table 2. Once those classeghav this function is to keep updating the pathloss value. Bezdhs
been defined, it is possible to refer to them in a map. A map is a considered nodes are mobile, the pathloss varies consihuou

kind of table with data, but characterized by two paramet&fse
first parameter is called the "key” and is different for evelgment
of the map. The second parameter is the "value”. A key is tinke
to a value, but a value can be composed of a collection of d&ig.
approach chosen in this work is to put a pointer to the Mulsich
nelNicEntry as key value. This key is related to a value, Whsc

a list of object belonging to one of the classes presentedeat#s
example, the map related to the receiver class is presentédure

7. On this figure, it is clear that a key value is linked on aextibn

of data for each node (=key). In other words, the map has tlee ro

of a local list of data available for each node.

The second function is a function that executes the inngr.|[dbe
goal of this"IterationinnerLoop()” function is to determine which
allocation of power of the respective transmitter matchéh e
current configuration of the network. In other words, thisdtion
distributes the available power on the different sub-cleénnFor
that purpose, it is necessary to calculate the water levedspond-
ing to a given transmitter.

The third function implemented for the IWF is related to thxe-e
cution of the outer loop. Th#terationOuterLoop()” is based on
a rudimentary approach. The decision of increasing or dsarg
the total power of a transmitter is related to the differebegveen



updateNIConnection() updateNIConnection() updateNIConnection()

updateNIConnection() updateNIConnection() updateNIConnection()

to t1 to t3 t4 ts Time
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to t1 to ts ta ts
innerloop  innerloop innerloop innerloop innerloop innerloop
=)~ : [teration of the inner loop to

)=~ : Iteration of the outer loop outerloop

Figure 8. Planning of the events related to IWF

the target and the real rate. In this work, it is assumed tlgaten
data rate has to be achieved in each network. At the beginning
of the simulation, this value is initialized at the maximummwger
that each transmitter is able to deliver in order to initiateand-
shake between a transmitter and its receiver.. If the dateimea
network is higher than the target rate, it means that thestnitter
of this network delivers too much power. The constraintpoafe
this network is set to (0:Bonstraintpower). On the other side, i
the real data rate is smaller than the target one, the trétesrhas
to increase its delivered power for reaching the desiregbtaate.
Therefore, its new constraintpower is equal ta&@straintpower).
A limitation to this increase of power exists. The algoritohecks
if this constraintpower is smaller than the maxpower of thams-
mitter.

=

The scheduling of those functions is also an important isaue
the implementation of the IWF. For the periodic schedulifighe
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Figure 9. Convergence of the outer loop - overview of the tota
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Figure 10. Convergence of the outer loop - overview of the dat
rate

target data rate of 64 kbps is set.

inner and outer loop, some functions of the connection mamag A first step in the evaluation of the IWF implementation cetsi
have been customized. Two events have been added to the exin the verification of the convergence of the outer loop. €her
isting ones: EXECUTE-IL and EXECUTE-OL. Those events are fore, one considers a single network composed of a coupbes-tra

declared in théinitialize()” function [9], and defined in ththan-
dleMessage()” Their execution is planned thanks to tlsehed-
uleAt()” function. An overview of the execution of those events is
presented in Figure 8.

For the execution of the simulation, a period of 0.5 secontiégsen

for the inner loop, and a period of 4 seconds for the outer.|ate
convergence of the inner loop is mostly reached after fivatitns.

4 Simulation results

The algorithm has been fully implemented and this sectiated
icated to the results of the simulation. For that purpose, het-

mitter/receiver in a noisy environment without other netiegan its
surrounding. The initial power delivered by the transnniiseequal
to the maximum power it can deliver (in this case: 10W). Thgga
data rate between the two nodes is 64 kbps. This power isaflyio
too large for delivering this data rate.

In Figure 9, the different iterations of the outer loop areganted
as a function of time. It is clear that the power decreasesfirsia
time until a real data rate of about 64 kbps is reached. Atrttas
ment, the total power has indeed converged. Its value doesry
significantly. The evolution of the data rate for the sameugation

is showed in Figure 10. A second significant step is to confiren t
convergence of the entire algorithm. The simulation caniidet

in three key-moments. Those moments are linked to the pogifi

works of two nodes are considered. One of those networks has a

static behavior, and the other is composed of mobile nodes. E
ery network is composed of a receiver and a transmitter aisd th
configuration is kept during the entire simulation. The camin
cation in each network is realized by means of four sub-cignn
The attenuation between a transmitter and its receivervsrdby
the path loss and independent complex Gaussian variabiglsefo
sub-channels. The simulation set-up is quite simple andatsfla
realistic scenario. There are two vehicles at the North-Ede of
the considered area. The two trucks follow a pre-defineddtajy
with a constant velocity (about 90 km/h). The itinerary éoled by
the vehicles is described in the "trajectories.txt” filelie simulator
and the mobility model is the "BonnMotionMobility” (see MIXI
[5]). The vehicles drive through the city and go to the weste T
most critical configuration is obviously reached when the tehi-
cles are in the city, between the two buildings. In this ditrg the
two networks are close to each other, and the interferenceis
imal. In order to ensure a communication in the two netwogks,

v
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Figure 11. Networks far from each other
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Figure 13. Networks in final configuration

one network to another.

At the beginning of the simulation, the two networks are fasugh
from each other so that they do not interfer. In this confitarn
both transmitters can use the four sub-channels for the conua-
tion with their respective receiver. In Figure 11, the disttion of
power is presented in the up-left corner. This allocatiopafier
is not uniform, because the sub-channel gain is differenevery
sub-channel.

In the second key-moment, the networks are close to each othe
and the interference is maximal. The communication is raaietd

in this configuration thanks to the IWF (see Figure 12). The tw
networks use indeed different sub-channels, as it is showigure

12. The first network uses sub-channel 2 and the second networ
uses sub-channels 1, 3 and 4.

In the last key-moment, the networks are far enough from each
other, and the interference is therefore small. The comoation

is again possible on the four sub-channels (see Figure 1&)allo-
cation of power in this configuration is similar to the initeloca-

tion of power. Note that we have stressed this software bylsitn

ing more than two networks (up to ten networks) and it has ydwa
shown a very good convergence behavior.

An overview of the power allocation as a function of the tirse i
presented in Figure 14 for the first network. This time evolut

is also given for the second network in Figure 15. At a siniofat
time of about 180 seconds, the networks are close to each othe
and the distribution of the sub-channels is maintained thgilast
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Figure 14. Distribution of power on the different sub-chanrels
in network 1

Distribution of the power on the channels - network 2

140 150 160 170 180 190 200 210 220 230

~-Power forchannel 1 «+Powerforchannel 2 +-Powerforchannel3 «Power for channel 4

o
S

©
S

80

o
S

60

N
S

40

N

n
=]

20

Quantity of power delivered to this channel (%)

- n
m

Tirr1120(s)
Figure 15. Distribution of power on the different sub-chanrels
in network 2

0
140 150 160 170 180 220 230

key-moment (until about 210 seconds).

5 Conclusions

The purpose of this work was to simulate an implementaticthef
IWF algorithm with distributed power control for cognitivadio
networks. This has been done for the first time in an evenedri
simulator. OMNeT++/MiXiM has been used for that purpose. A
good knowledge of game theory and of the Nash Equilibrium was
obviously necessary for the development of the simulatiorhis
paper, we explained how existing MiXiM modules have been ex-
tended in order to permit the use of multiple sub-channelshie
communication between nodes. Moreover, we detailed the new
classes and maps that have been created for the implementati
of IWF. We also detailed the creation of two distinct everase

for the execution of the inner loop and another for the exenut

of the outer loop. The algorithm has been tested in the case of
simulation with realistic parameters. For that purposecemario
has been presented with a convoy of two trucks. Those two vehi
cles belong to the first network which is mobile. When they eom
in the direct environment of a second network transmittinghe
same sub-channels, they automatically tend to take diffezeb-
channels. The convergence of the inner and outer loop has bee
confirmed. The IWF is a potential solution for the practicaple-
mentation of dynamic spectrum allocation in the case of itivgn
radio networks.
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