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Abstract

Passive coherent location (PCL) radars employ illuminators of opportunity to detect and track

targets. This silent operating mode provides many advantages such as low cost and intercep-

tion immunity. Many radiation sources have been exploited as illumination sources such as

broadcasting and telecommunication transmitters. The classical architecture of the bistatic

PCL radars involves two receiving channels: a reference channel and a surveillance channel.

The reference channel captures the direct-path signal from the transmitter, and the surveillance

signal collects the possible target echoes.

The two major challenges for the PCL radars are the reference signal noise and the surveillance

signal static clutter. A noisy reference signal degrades the detection probability by increasing the

noise-floor level of the detection filter output. And the static clutter presence in the surveillance

signal reduces the detector dynamic range and buries low magnitude echoes.

In this thesis, we consider a PCL radar based on the digital video broadcasting-terrestrial

(DVB-T) signals, and we propose a set of improved methods to deal with the reference signal

noise and the static clutter in the surveillance signal. The DVB-T signals constitute an excellent

candidate as an illumination source for PCL radars; they are characterized by a wide bandwidth

and a high radiated power. In addition, they provide the possibility of reconstructing the

reference signal to enhance its quality, and they allow a straightforward static clutter suppression

in the frequency domain. This thesis proposes an optimum method for the reference signal

reconstruction and an improved method for the static clutter suppression.

The optimum reference signal reconstruction minimizes the mean square error between the

reconstructed signal and the exact one. And the improved static clutter suppression method

exploits the possibility of estimating the propagation channel. These two methods extend the

feasibility of a single receiver PCL radar, where the reference signal is extracted from the direct-

path signal present in the surveillance signal.
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Chapter 1

General introduction

1.1 Overview

Radar is an acronym of Radio Detection and Ranging; it employs radio waves to determine the

target characteristics such as position, speed, and acceleration [2]. Active radars transmit radio

waves, and receive the echoes reflected by the objects. In contrast, passive coherent location

(PCL) radars exploit the radiations of other sources to detect targets; these sources are called

illuminators of opportunity [1, 3].

The illuminators of opportunity can be another radar or a commercial broadcasting source.

Telecommunication and broadcasting signals have been widely employed as illumination sources

such as frequency modulation (FM) radio [4–6], global system for mobile communications (GSM)

[7, 8], digital audio broadcasting (DAB) [9, 10], and digital video broadcasting-terrestrial (DVB-

T) [11, 12]. The choice of the illumination sources is related to many parameters such as the

radiated power, the signal bandwidth, and the signal ambiguity function [1, 3, 13].

PCL radars can be bistatic or multistatic. The general architecture of the bistatic PCL radars

includes two reception channels: a reference channel and a surveillance channel [12]. The

antenna of the reference channel is directed towards the illuminator of opportunity location to

acquire the direct-path signal. And the surveillance channel antenna is steered to the surveillance

area to receive the target echoes. The detection is typically performed by cross-correlating the

reference signal and the surveillance signal accounting for different time-delay and frequency-

shift values [12]. This approach is an imitation of the matched filter detection, with the exception

that the matched filter employs the exact signal waveform and not its noisy copy (the reference

signal) [14].

1
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The use of illuminators of opportunity offers important advantages for PCL radars. The absence

of the transmitter part significantly reduces the system cost, and leads to a silent operating mode

which gives an interception immunity for the passive systems [1, 15]. In addition, the most com-

mon illuminators of opportunity (such as FM and TV broadcasters) present a downward-looking

radiation pattern, which enables the detection of low-flying targets (the scenario considered in

this thesis) [16, 17]. Further, the exploited VHF/UHF signals are less sensitive to the weather

conditions [15, 16].

1.2 Motivations

One of the major issues for PCL radars is the reference signal quality; it impacts the expected

detection performance [14, 18–20]. In fact, a reference signal with low quality reduces the

detection probability compared to the matched filter case [14]. Another issue is the presence

of the static clutter in the surveillance signal. The static clutter results from reflections by the

static scatterers in the surveillance area, which may mask the target echoes. Therefore, a static

clutter suppression stage is required to enable the target detection; many methods have been

employed for this purpose [21–23]. These suppression methods require a reference signal, which

implies the degradation of their performance for low quality reference signals.

The DVB-T signals represent an attractive illumination source due to their wide bandwidth, high

radiated power, and thumbtack ambiguity function [24, 25]. In addition, the DVB-T based PCL

radars can enhance the signal-to-noise ratio of the received reference signal by demodulating

it and reconstructing the resulting symbols [26, 27]. In this work, we consider a bistatic PCL

radar based on the DVB-T illumination.

The assessment of the reference signal reconstruction strategy, and the evaluation of the resulting

improvement related to the detection probability and to the static clutter suppression can be

of a great interest for DVB-T based PCL system designers. In addition, exploiting the DVB-T

signal structure can further simplify the PCL system architecture and offers efficient methods

for the reference signal reconstruction and the static clutter suppression.

1.3 Objectives and contributions

1.3.1 Objectives

The aim of this work is to study the impact of the reference signal quality on the detection

probability and on the static clutter suppression efficiency in the DVB-T based PCL radars,
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and to investigate the possibilities of improving the system performances and reducing its cost

by exploiting the DVB-T signal structure. In order to do so, we first consider a noisy reference

signal and we evaluate the resulting impact on the detection probability and the static clutter

suppression efficiency. Next, we propose methods to enhance the reference signal quality and we

assess the related improvement for the PCL system performances. Then, we exploit the DVB-T

structure to propose an efficient method for static clutter suppression, and we investigate the

feasibility of a single receiver configuration PCL system.

1.3.2 Original contributions

The main original contributions of this work are listed below.

• An analytic modeling of the reference signal reconstruction for the DVB-T based PCL

radars.

• Pilot subcarrier based detection and its feasibility.

• An optimum reference signal reconstruction method.

• An assessment of the reference signal quality impact on the efficiency of the static clutter

suppression methods.

• Improving the static clutter suppression in the frequency domain.

• An investigation of the feasibility of a single receiver PCL radar employing DVB-T signals.

1.4 Thesis outline

This thesis is organized into seven chapters. In chapter 2, we provide generalities about bistatic

PCL radars. Chapter 3 presents the DVB-T signals and their suitability for PCL radar appli-

cations, and it introduces the signal synchronization and the channel estimation methods. In

chapter 4, we assess the impact of the reference signal noise on the detection performances,

we show the improvement due to the conventional signal reconstruction and due to the use of

the pilot signal, and we propose an optimum reconstruction method. Chapter 5 addresses the

static clutter suppression methods and their efficiency with a noisy reference signal. In chapter

6, we verify the feasibility of a single receiver PCL radar and we present the obtained real-data

results. Finally, Chapter 7 presents the conclusions related to the full work, and provides the

future works.





Chapter 2

Bistatic passive coherent location

radars

2.1 Introduction

Passive coherent location (PCL) radars circumvent the need of signal transmission for operating.

This class of radars exploits signals from illuminators of opportunity (IO) which can be another

radar or commercial transmitters [28]. A special interest has been accorded to telecommuni-

cation and broadcasting signals as IOs such as frequency modulation (FM) radio [4–6], global

system for mobile communications (GSM) [7, 8], digital audio broadcasting (DAB) [9, 10], and

digital video broadcasting-terrestrial (DVB-T) [11, 12]. Employing IOs exempts the passive

radars from transmission, which reduces their cost and enables an easy deployment. In addi-

tion, operating in a silent mode immunizes the passive systems against interception and hostile

actions [1, 3]. The PCL radars can be bistatic or multistatic; bistatic PCL radars employ one

transmitter-receiver pair, and multistatic PCL radars employ a cluster of transmitter-receiver

pairs. In this chapter, we provide generalities about the bistatic PCL radars.

Section 2.2 introduces the bistatic radars and provides their advantages an drawbacks. Then, it

presents the bistatic radar geometry and the parameters defining the target location. Next, it

assesses the range equation for bistatic radars, and it defines the radar operating regions. After

that, it defines the bistatic radar Doppler and it evaluates the impact of the target parameters

(position and velocity) on the resulting Doppler shift.

Section 2.3 presents generalities about bistatic PCL radars. It introduces the model of the

received signals, and it defines the target detection strategy. Afterwards, it presents an overview

of the most common illuminators of opportunity and their characteristics.
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2.2 Bistatic radars

This section provides generalities about the bistatic radar systems such as their configuration,

their geometry, the radar range equation, and the radar Doppler characteristics.

2.2.1 Bistatic radar systems

Figure 2.1 presents the general configuration of bistatic radars. Bistatic radars are defined as

radars that employ antennas at different locations for transmission and reception [28–31]. Other

definitions precise that the transmitter-receiver distance should be significant and comparable

to the target distance [32, 33].

Bistatic radars can employ either a dedicated transmitter or a transmitter of opportunity. The

dedicated transmitter is designed for the bistatic detection; in this case, the transmitted signal

is fully known at the receiver. The transmitter of opportunity is designed for other purposes

such as telecommunications, broadcasting, or monostatic radars, then employed for the bistatic

detection. The bistatic radar is called a hitchhiker if the employed transmitter of opportunity

is a monostatic radar. For commercial transmitters of opportunity such as telecommunications

and broadcasting the bistatic radar is often called a passive coherent location radar (PCL) [30].

Bistatic radars offer many advantages. The receivers are passive and thus undetectable, which

makes them less threatened by physical attacks or jamming in military applications. They have

counter-stealth capabilities since the efforts made to reduce the monostatic radar cross-section

(RCS) will in general not reduce the bistatic RCS. The major drawback of the bistatic radars is

the need of a perfect transmitter-receiver synchronization in time, frequency, phase, and other

operating parameters. Further, the detection performance depends on the target position in a

very complex manner [34, 35].

Target

Transmitter Receiver

Figure 2.1: Bistatic radar configuration.



Chapter 2. Bistatic passive coherent location radars 7

2.2.2 Bistatic radar geometry

Figure 2.2 presents the geometry of a bistatic radar operating in the plane transmitter-target-

receiver [28, 36]. The bistatic triangle is formed by the transmitter (Tx), the target (Tgt), and

the receiver (Rx). The plane containing the bistatic triangle is called the bistatic plane. The

transmitter-receiver distance D is called the baseline. The angle β between the transmitter and

the receiver with the target as a vertex is called the bistatic angle, which is given by

β = θT − θR, (2.1)

where θT is the transmitter look angle and θR is the receiver look angle. The target velocity

vector has an aspect angle δ referenced to the bisector of the bistatic angle.

In bistatic radars, the measured target range is the bistatic range. The bistatic range is the sum,

RT + RR where RT is the transmitter-target distance and RR is the target-receiver distance.

In figure 2.3, we present a cut of the isorange ellipsoid, that corresponds to the bistatic plane

(transmitter-target-receiver plane). It shows that two targets at different locations can result the

same bistatic range if they are on the same bistatic ellipsoid. This ellipsoid has the transmitter

and the receiver as focal points and a semimajor q with

RT + RR = 2q. (2.2)

β/�

θT
θR

RT RR

D

T R

Tgt
v

xx

�

Figure 2.2: Bistatic radar geometry.
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TX
RX

Tgt

2q

RT + RR = 2q

RR
RT

Figure 2.3: Bistatic isorange contour.

2.2.3 Bistatic radar range

The derivation of the range equation for bistatic radars is similar to that for monostatic radars

[1, 2, 28, 32]. Therefore, the maximum range equation for the bistatic radars can be expressed

as

(RRRT )max =

[

PTGTσbGRλ
2LsGp

(4π)3SNRminkBTnB

]1/2

, (2.3)

where
RT is the transmitter-to-target range

RR is the target-to-receiver range

PT is the transmitter power

GT is the transmitter antenna gain

σb is the target bistatic radar cross-section

GR is the receiver antenna gain

λ is the signal wavelength

Ls ≤ 1 are the system losses

Gp is the coherent processing gain

SNRmin is the signal-to-noise power ratio required for detection

kB is the Boltzmann’s constant

Tn is the receiver noise temperature

B is the receiver effective bandwidth

The coherent processing gain Gp is given by [1]

Gp = TCPIB, (2.4)
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where TCPI is the length of the coherent processing interval (CPI). The maximum value of the

CPI length is a function of the target dynamic, it is expressed as follows [1]

(TCPI)max =

(

λ

AR

)1/2

, (2.5)

where AR is the radial component of target acceleration or simply, the component perpendicular

to the isorange contours. If the the CPI length exceeds (TCPI)max, range and Doppler walk will

result [37].

Obviously, two identical targets at different locations can result in the same SNR. Figure 2.4

shows the ovals of Cassini for a bistatic radar. The ovals of Cassini are contours where the SNR

and the product RRRT are held constant. As the SNR increases, the size of the ovals is reduced

until collapsing around the transmitter and receiver sites. For a certain SNR value, the oval

breaks into two parts called a lemniscate, and the point on the baseline is called the cusp [28].

The ovals of Cassini define three operating regions for a bistatic radar: the receiver-centered

region, the transmitter-centered region, and the receiver-transmitter-centered region. The

receiver-centered region is the small oval around the receiver in figure 2.4; it can be employed

for short range ground-based air defense. The transmitter-centered region is presented by the

small oval around the transmitter in figure 2.4; it can be used for monitoring the activity around

a noncooperative transmitter. The receiver-transmitter-centered region (called also the cosite

region) can be any of the ovals of figure 2.4 that surrounds both the transmitter and the receiver;

it can be used for medium range air and ground surveillance [28].

Tx Rx

10 dB

13 dB

16 dB

20 dB

23 dB

27 dB

30 dB
30 dB

Figure 2.4: Contours of constant SNR: ovals of Cassini.



Chapter 2. Bistatic passive coherent location radars 10

2.2.4 Bistatic radar Doppler

The bistatic Doppler shift is the time rate of change of the total path length of the scattered

signal (range rate) normalized by the wavelength [2]. Since the total path length is the sum

(RT + RR), the bistatic Doppler shift can be expressed as

fB =
1

λ

[

d

dt
(RT + RR)

]

, (2.6)

where λ is the wavelength, RT is the transmitter-target distance, and RR is the receiver-target

distance. If the transmitter and the receiver are stationary, the expression of the bistatic Doppler

shift is given by [28]

fB =
2υ

λ
cos(δ)cos(β/2), (2.7)

where υ is the magnitude of the target velocity vector and the angles δ (target velocity angle)

and β (bistatic angle) are calculated as presented in figure 2.2.

Figure 2.5 presents the bistatic Doppler shift as a function of the bistatic angle β and the target

velocity angle δ. The results are obtained considering equation (2.7) with a target velocity

magnitude υ = 100 m/s and a carrier frequency fT = 482 MHz. For a null value of the bistatic

angle (β = 0◦), the monostatic configuration is retrieved and the angle δ represents the angle

between the target velocity vector and the monostatic radar-to-target line-of-sight (LOS). For

β = 180◦ (the forward-scatter case), the bistatic Doppler shift is null for all target velocity

configurations (velocity magnitude and angle). Figure 2.5 shows that:

• for a given target velocity angle δ, the bistatic Doppler shift is always lower than the

monostatic case (β = 0◦),

• the bistatic Doppler shift is positive for −90◦ < δ < +90◦,

• for a target velocity vector with an angle δ = ±90◦, the bistatic Doppler shift is null,

• the bistatic Doppler shift is maximum if the target velocity vector is collinear with the

bistatic bisector.

For two collocated targets with echoes frequency-shifted by fTgt1 and fTgt2, the requirement for

the Doppler separation between the two targets is given by

|fTgt1 − fTgt2| =
1

TCPI
, (2.8)
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with TCPI is the length of the coherent processing interval. Thus, the required difference between

the two target velocity vectors projected onto the bistatic bisector is given by

∆υ =
λ

2TCPIcos(β/2)
. (2.9)

It follows that the Doppler resolution depends on the target position and the CPI length for a

given signal.

Target velocity aspect angle with respect to bistatic bisector (δ) [°]
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Figure 2.5: Bistatic target Doppler for a stationary transmitter, stationary receiver, and a
moving target.

2.3 Bistatic PCL radars

This section presents the received signal model for the bistatic PCL radars and defines the

detection method employed for this class of radars. In addition, it provides an overview about

the possible illumination sources and their characteristics.

2.3.1 Received signal model

As mentioned earlier, PCL radars operate in a silent mode by exploiting illuminators of oppor-

tunity. Figure 2.6 depicts the generic geometry of bistatic PCL radars. The receiver architecture

consists of two receiving channels: a reference channel to capture the direct-path (DP) signal

from the transmitter of opportunity, and a surveillance channel to receive the possible target

echoes [38].
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The received reference signal, xr(n), can be expressed as follows [14]

xr(n) = ξs(n) + v(n), (2.10)

where s(n) is the signal transmitted by the illuminator of opportunity with a variance σ2
s and ξ

is a complex parameter comprising the gain and phase shift for the DP signal. The term v(n)

resumes the receiver thermal noise and the multipath contribution, which can be modeled as

complex Gaussian noise with zero mean and variance σ2
v [14]. The reference antenna is usually

highly directive, which allows to neglect the multipath contribution in the reference signal. We

define the signal-to-noise ratio of the reference signal as

SNRr = |ξ|2σ2
s/σ

2
v . (2.11)

The surveillance signal, xs(n), is modeled as follows [12]

xs(n) =
L−1
∑

l=0

hls(n− κl) +
M−1
∑

m=0

αms(n− κm)ej2πfd(m)n + w(n), (2.12)

where L is the number of the considered multipath components (with time delays κl) with

complex gains hl, and M is the number of the moving targets. A target return is a time-

delayed (κm) and frequency-shifted (fd(m)) attenuated (αm) copy of the transmitted signal. The

quantity w(n) involves the thermal noise of the surveillance channel receiver and the contributing

interference sources; it can be considered as complex Gaussian noise with zero mean and variance

σ2
w [14]. We note the multipath contribution in the surveillance signal as the static clutter, and

we define the clutter-to-noise ratio (CNR) as follows

CNR =

L−1
∑

l=0

|hl|2 σ2
s/σ

2
w, (2.13)

and the SNR for each target return as

SNRs(m) = |αm|2 σ2
s/σ

2
w. (2.14)

We note that the minimum SNRs level required for detection (equation 2.3) depends on the

quality of the received signals (reference and surveillance signals) [14]. In other words, the

detection probability of a target m surely depends on the return power (SNRs(m)), and in

addition, it is a function of the reference signal quality (SNRr) and the clutter level in the

surveillance signal CNR.
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Direct-path signal
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of opportunity

Target echo

Reference channel
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Direct-path signal

Figure 2.6: Received signal model for the bistatic PCL radars.

2.3.2 Cross-correlation detection

The ambiguity function represents the matched filter output [38]. It provides a qualitative

assessment of the signal waveform in terms of accuracy, target resolution, and clutter rejection

[39]. The ambiguity function of a radar signal for a time delay κ and a Doppler frequency shift

ν is given by [40]

ΨAF(κ, ν) =

∣

∣

∣

∣

∣

N−1
∑

n=0

s(n)s∗(n + κ)e−j2πνn

∣

∣

∣

∣

∣

2

, (2.15)

where s(n) is the radar signal and N is the number of time samples in the coherent processing

interval. The computation of the ambiguity function provides a three-dimensional plot: an axis

for the range, the second for the Doppler frequency shift, and the third axis for the output

power. This plot is known as the range-Doppler diagram (RDD).

In bistatic PCL radars, the target detection is performed by cross-correlating the surveillance

signal and time-delayed and frequency-shifted versions of the reference signal, which is known

as the cross-correlation (CC) detection. The CC output is calculated as follows [41]

ΨCC(κ, ν) =

∣

∣

∣

∣

∣

N−1
∑

n=0

xs(n)x∗r(n− κ)e−j2πνn

∣

∣

∣

∣

∣

2

. (2.16)

The CC detection imitates the matched filter (MF) which maximizes the signal-to-noise ratio

of the detector output [31] for a white noise background case. And while the MF employs the

exact signal waveform, the CC employs the received reference signal, xr(n), since the exact

signal, s(n), is inaccessible. We note that the detected bistatic range is given by

Rb = RT + RR −D. (2.17)

Figure 2.7 shows a sum of range-Doppler diagrams for simulated data. The diagram presents

the path of an aircraft ranging from 1.5 km and 3.5 km. A DVB-T signal is employed as an
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illuminator of opportunity with a coherent processing interval of TCPI = 0.1 s. The calculation

of the cross-ambiguity function can be cumbersome for large data sets, which may limit real-

time processing capabilities [41, 42]. In [38], the principal methods for the cross-ambiguity

calculation are studied.

Figure 2.7: Simulated range-Doppler diagram.

2.3.3 Review of illumination sources for PCL radars

Several waveforms have been assessed for passive radar usage in [1, 3] such as the analog TV,

the FM radio signal, and other digital waveform illumination sources.

The analog TV signals are transmitted in the UHF band with a modulation bandwidth of

5.5 MHz and a radiated power of around 1 MW. The analog TV transmitters have been used

as illuminators of opportunity for PCL radars [43, 44] and have achieved a detection range of

several hundred kilometers.

FM radio transmitters operate in the VHF band with a bandwidth of 50 kHz and a radiated

power of about 250 kW. They are employed for several developed passive radars as illuminators

of opportunity [4–6]. The FM based PCL radars are suitable for long-range surveillance since

they can detect targets up to 600 km of bistatic range [6].

Another source of illumination is the Global System for Mobile Communication (GSM) base

stations [7, 8, 45]. The GSM signals are digitally modulated which yields a noise-like behavior

and thus a thumbtack ambiguity function. Two frequencies are employed 900 MHz and 1.8 GHz
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Illuminator of opportunity Frequency Bandwidth Power

VHF FM ∼ 100 MHz 50 kHz 250 kW

UHF TV ∼ 550 MHz 5.5 MHz 1 MW

DAB ∼ 220 MHz 220 kHz 10 kW

DVB-T ∼ 750 MHz 7.61 MHz 10 kW

GSM 900 MHz, 1.8 GHz 200 kHz 100 W

Table 2.1: Signal parameters for common illuminators of opportunity [1].

with a bandwidth of 200 kHz. The low radiated power limits the detection range; thus, the

GSM signal can be employed for short-range surveillance applications.

Global navigation satellite system (GNSS) satellites can be employed as transmitters of oppor-

tunity for passive radars [46, 47]. The availability of GNSS satellites offers a wide coverage,

which prompt their use for passive radars.

Digital audio broadcast (DAB) and digital video broadcast terrestrial (DVB-T) have been con-

sidered as transmitters of opportunity for many passive radar systems [10–12]. DVB-T signals

are noise-like with a bandwidth of 8 MHz, which allows a range resolution of about 33 m. The

high radiated power allows the passive radar to perform medium-range surveillance applications.

The capabilities of Wi-Fi based passive radars have been assessed for indoor sensing [48–50].

Wi-Fi based PCL radars can be employed to improve security in public spaces and to identify

and track objects of interest.

Table 2.1 summarizes the main parameters of the most common illuminators of opportunity.

Each parameter defines one of the system performances. For example, the signal bandwidth

defines the range-resolution, and the radiated power defines the maximum detection range. In

addition, the signal ambiguity function is a key parameter for the IO choice; it reveals the

inherent range and Doppler ambiguities of the signal. Thus, signals with a thumbtack-shaped

ambiguity function (such as digital modulated signals) are suitable for PCL radar applications

[7].

2.4 Conclusion

In this chapter, we introduced the most important characteristics of the bistatic PCL radars,

and we provided the required background for a study about this radar class. We showed the

interesting advantages of the PCL radars, and we cited the essential challenges to deal with. We

noticed that the bistatic range and velocity depend on the target location in a complex manner
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different to that for monostatic radars, which complicates the required signal processing and

dictates a perfect transmitter-receiver synchronization.

As shown earlier, noncooperative transmitters in the environment can be exploited for passive

detection. This can lead to considerable benefits in civilian and military applications such

as low cost, interception immunity, and ease of deployment. The choice of an illuminator of

opportunity is related to the required performances such as range resolution and maximum

range.

In this work, we consider DVB-T transmitters as illuminators of opportunity. This choice is

justified by the suitable characteristics of DVB-T signals as an illumination source such as a

wide bandwidth, a high radiated power, and the possibility of enhancing the received signal

quality. In fact, DVB-T PCL radars can benefit of the known signal structure to apply specific

signal processing methods which increase the reference signal quality and remove the static

clutter from the surveillance signal. These methods will be studied in the next chapters.



Chapter 3

DVB-T signal as an illumination

source for PCL radars

3.1 Introduction

DVB-T signals are an attractive illumination source for PCL radars due to the thumbtack-

shaped ambiguity function and the considerable bandwidth. Other advantages of the use of

DVB-T signals as IO are related to the signal structure, which allow specific signal processing

methods for the received reference and surveillance signals. For instance, the reconstruction

of the reference signal enhances its quality by mitigating the accompanying noise [12, 27, 51,

52]. The reference signal reconstruction is performed by demodulating the received signal, and

regenerating a synthetic signal based on the retrieved symbols. In addition, the static clutter

presenting in the surveillance signal can be estimated and cleared via the estimation of the

propagation channel [53–55].

In this chapter, we study the principal characteristics of the DVB-T signal, and we provide an

insight about the signal conditioning stages for the received signals. Section 3.2 introduces the

orthogonal frequency-division multiplexing (OFDM) modulation method which is adopted by

the DVB-T standard. Next, it presents the DVB-T signal structure by defining the subcarrier

types and the characteristics of each type. Then, it details the implementation scheme of the

DVB-T signal generation, and it defines the guard interval notion.

In section 3.3, we present the signal conditioning methods for the received signal. We introduce

the time and frequency synchronization methods. Next, we present the methods of the propa-

gation channel estimation. Then, we introduce the symbol detection stage and we calculate the

resulting detection error.

17
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Section 3.4 presents the characteristics of the DVB-T signal. It provides the statistical model

of the time-domain signal and its components. Then, it assesses the ambiguity function of the

DVB-T signal, and its suitability for PCL applications.

3.2 DVB-T signal modulation

3.2.1 OFDM modulation

Orthogonal frequency-division multiplexing (OFDM) is a digital multi-carrier modulation scheme

that employs a large number of orthogonal subcarriers to carry data. Each subcarrier is mod-

ulated using phase shift keying (PSK) or quadrature amplitude modulation (QAM) [56, 57].

Figure 3.1 shows the spectrum of the OFDM modulation result; the spectral overlapping of the

OFDM modulation subcarriers increases the spectral efficiency.

The OFDM modulation is widely used in both wired and wireless applications such as asym-

metric digital subscriber line (ADSL) technology, digital video broadcasting cable (DVB-C),

digital audio broadcasting (DAB) systems, and digital video broadcasting terrestrial (DVB-T)

transmission [58].

The large application field of the OFDM modulation is due to its remarkable advantages. It

achieves high spectral efficiency due to the orthogonality of the employed subcarriers, which

results in a nearly rectangular spectrum for a large subcarrier number. In addition, it can

be simply and efficiently implemented using the fast Fourier transform (FFT). Moreover, it

is robust against narrow-band interference, inter-symbol interference (ISI), and fading due to

multipath [59, 60]. Finally, it offers the possibility of operating in single frequency network

(SFN) mode [61].

One of the main disadvantages of the OFDM scheme is the high peak-to-average power ratio

(PAPR) which leads to signal distortion when passing through amplifiers. Further, the use of

guard intervals reduces its spectral efficiency. Furthermore, OFDM modulation is sensitive to

Doppler spread and phase noise [62]. Also, an accurate time and frequency synchronization is

required to maintain the subcarrier orthogonality [61].

3.2.2 DVB-T signal Structure

The DVB-T standard employs the OFDM modulation with two transmission modes 2K and 8K.

The transmitted signal is organized into frames, and each frame is formed by 68 symbols. The

number of subcarriers for the 2K mode is K = 1705, and that for the 8K mode is K = 6817.
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Figure 3.1: OFDM signal spectrum.

Each symbol is formed by a useful part of duration TU and a guard interval of duration TG. The

guard interval is formed by the cyclic prefix, and its duration can be selected from these four

values TG ∈ {TU/4, TU/8, TU/16, TU/32} [63]. We note the full duration of one DVB-T symbol

as Ts, which is given by

Ts = TU + TG. (3.1)

Figure 3.2 presents the DVB-T frame structure. For each DVB-T symbol, the subcarriers

transport three types of data: useful data, transmission parameter signaling (TPS), and pilots

[12].

Table 3.1 summarizes the main parameters of DVB-T signals for the two transmission modes

2K and 8K. We note c the array of the coded symbols (data, pilots, and TPS). If we neglect

the TPS subcarrier contribution, we can write

c =

(

cd

cp

)

, (3.2)

where cd represents the coded data symbols with a size of Kd × 1, and cp represents the pilot

symbols with a size of Kp × 1. Where Kd and Kp are the number of data subcarriers and the

number of pilot subcarriers, respectively.
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Figure 3.2: DVB-T frame structure.

Parameter 2K mode 8K mode

Number of subcarriers K 1705 6817

Number of data subcarriers Kd 1512 6048

Number of pilot subcarriers Kp 176 701

Number of TPS subcarriers KTPS 17 68

Useful symbol duration TU 224 µs 896 µs

Subcarrier spacing ∆F 4464 Hz 1116 Hz

Signal bandwidth B 7.61 MHz 7.61 MHz

Table 3.1: Main parameters of the DVB-T signal.

3.2.2.1 Data subcarriers

Data subcarriers are modulated with either QAM symbols, or QPSK symbols. The data bit

stream undergoes several stages before being mapped into QAM (or QPSK) symbols; such

as outer-coding, outer-interleaving, inner-coding, and inner-interleaving [63]. The coded data

symbols, cd, are normalized to achieve an average power equal to 1:

E [cd c
∗
d] = 1, (3.3)

3.2.2.2 Pilot subcarriers

The pilot subcarriers are employed by the receiver for signal synchronization and for received

symbol equalization. They are transmitted at known frequencies and with known amplitudes.

There are two types of pilots: continual pilots and scattered pilots. The continual pilots occupy
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2K 8K

0 48 54 87 0 48 54 87 141 156 192 201 255 279
141 156 192 201 282 333 432 450 483 525 531 618 636 714
255 279 282 333 759 765 780 804 873 888 918 939 942 969
432 450 483 525 984 1050 1101 1107 1110 1137 1140 1146 1206 1269
531 618 636 714 1323 1377 1491 1683 1704 1752 1758 1791 1845 1860
759 765 780 804 1896 1905 1959 1983 1986 2037 2136 2154 2187 2229
873 888 918 939 2235 2322 2340 2418 2463 2469 2484 2508 2577 2592
942 969 984 1050 2622 2643 2646 2673 2688 2754 2805 2811 2814 2841
1101 1107 1110 1137 2844 2850 2910 2973 3027 3081 3195 3387 3408 3456
1140 1146 1206 1269 3462 3495 3549 3564 3600 3609 3663 3687 3690 3741
1323 1377 1491 1683 3840 3858 3891 3933 3939 4026 4044 4122 4167 4173
1704 4188 4212 4281 4296 4326 4347 4350 4377 4392 4458

4509 4515 4518 4545 4548 4554 4614 4677 4731 4785
4899 5091 5112 5160 5166 5199 5253 5268 5304 5313
5367 5391 5394 5445 5544 5562 5595 5637 5643 5730
5748 5826 5871 5877 5892 5916 5985 6000 6030 6051
6054 6081 6096 6162 6213 6219 6222 6249 6252 6258
6318 6381 6435 6489 6603

Table 3.2: Subcarrier indices for continual pilots.

the same frequencies for all DVB-T symbols as shown in table 3.2. The scattered pilot location

varies from one DVB-T symbol to another following a periodic rule. The location of the scattered

pilots is calculated by [63]

k = 3(i mod 4) + 12 r|r integer, r ≥ 0, k ∈ {0 : K − 1}, (3.4)

where k is the subcarrier index and i is the DVB-T symbol index ranging form 0 to 67. It

follows that the scattered pilot distribution follows four patterns as shown in figure 3.2.

The pilot subcarriers are loaded with a pseudo random binary sequence (PRBS) and transmitted

with a boosted power compared to data subcarriers. The pilot symbol amplitudes, cp, can be

cp = ±4

3
, which yields

E
[

cp c
∗
p

]

=
16

9
. (3.5)

3.2.2.3 TPS subcarriers

Transmission parameter signaling (TPS) subcarriers convey information related to the trans-

mission scheme parameters such as the channel coding and the modulation type. There are 17
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2K 8K

34 50 209 346 413 34 50 209 346 413 569 595 688
569 595 688 790 901 790 901 1073 1219 1262 1286 1469 1594
1073 1219 1262 1286 1469 1687 1738 1754 1913 2050 2117 2273 2299
594 1687 2392 2494 2605 2777 2923 2966 2990 3173

3298 3391 3442 3458 3617 3754 3821 3977
4003 4096 4198 4309 4481 4627 4670 4694
4877 5002 5095 5146 5162 5321 5458 5525
5681 5707 5800 5902 6013 6185 6331 6374
6398 6581 6706 6799

Table 3.3: Subcarrier indices for TPS.

TPS subcarriers in the 2K mode, and 68 TPS subcarriers in the 8K mode. The TPS subcarri-

ers are modulated using a differential binary phase shift keying (BPSK), and occupy the same

frequencies for all DVB-T symbols as shown in table 3.3 [63].

Figure 3.3 presents the typical constellation of the transmitted signal employing 64-QAM mod-

ulation. Pilot and TPS symbols are real-valued, and data symbols are complex.

I

Q

Data

Pilots

TPS

Figure 3.3: Constellation of the transmitted DVB-T symbol formed by 64-QAM, TPS, and
pilots.
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3.2.3 Practical implementation

As mentioned earlier, one DVB-T symbol involves K orthogonal subcarriers. In practice, the

fast Fourier transform (FFT) is employed to implement the OFDM modulation as shown in

figure 3.4. The K subcarriers are loaded with data, pilot, and TPS symbols (ck). The IFFT

output provides the time-domain useful part of the DVB-T symbol. Then, a guard interval is

added to form the full time-domain DVB-T symbol. The model of the resulting signal can be

expressed as follows [63]

s(n) =
K−1
∑

k=0

cke
j2πfkn, (3.6)

where ck are the coded symbols (data, pilots, or TPS), and fk is the frequency of the kth

subcarrier given by

fk =
k −K/2

TU
. (3.7)

Each subcarrier signal is time-limited, which leads to an out-of-band radiation for the full DVB-

T symbol, and thus, creates a considerable adjacent channel interference (ACI) [64]. To deal

with this issue, the IFFT length NFFT is chosen to be larger than the subcarrier number K,

and the remaining (NFFT −K) bins are set to zero (as shown in figure 3.4) to reduce the edge

effect [58, 65]. For example, the 8K-mode employ an FFT block of size NFFT = 8192 and the

number of active subcarriers is K = 6817.

IFFT
Guard interval 

insertion

s (n )

cK-1

cK-2

cK-3

c2

c0

c1

0

0

0

0

0
0

Figure 3.4: DVB-T signal modulation.

The guard interval is inserted in the time domain to mitigate the inter-symbol interference (ISI).

In the DVB-T standard, the guard interval is a cyclic extension of the useful part of the DVB-T

symbol [64]. It consists of copying the last NG samples of the useful part into its beginning as
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shown in figure 3.5. Its length, NG, is chosen longer than or equal to the maximum delay of the

multipath channel [64].

TUTG

Ts

lth DVB-T symbol (l+1)th DVB-T symbol

Figure 3.5: Guard interval insertion in DVB-T symbols.

3.3 DVB-T signal demodulation

The DVB-T signal demodulation is a multi-stage operation as shown in figure 3.3. The received

signal needs to be time and frequency synchronized. The synchronized signal undergoes an

FFT transformation to retrieve the frequency-domain symbols. Next, the propagation channel

is estimated and employed for equalization. The equalized symbols are detected to provide an

estimate of the transmitted ones.

3.3.1 Signal synchronization

The DVB-T signal synchronization is a crucial task for the receivers. Many research studies

have considered this issue [66–74]. The synchronization deals with two challenges: the unknown

arrival time of the DVB-T symbol and the possible frequency mismatch between the transmitter

and the receiver oscillators. The time synchronization of the DVB-T symbols is required to

prevent the inter-symbol interference (ISI), and to achieve an accurate demodulation. And the

x(n) Guard interval

 removal
FFT

ZP

removal

Integer

time and frequency

synchronization

(1 x NFFT) (1 x K)(1 x NFFT) (1 x K)

X
~
X

Fine time & 

fractional frequency 

synchronization

(a) Signal synchronization.

Propagation channel 

estimation

~
X

Equalization

Ĥ

~cd

cp

Coded symbol

detection

^

X

(b) Propagation channel estimation and coded symbol detection.

Figure 3.6: DVB-T signal demodulation.
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carrier frequency offset (CFO) compensation maintains the subcarrier orthogonality and avoids

inter-carrier interference (ICI).

The DVB-T signal includes sufficient information to achieve an accurate synchronization. The

guard interval and the pilot subcarriers are exploited for time and frequency synchronization.

The signal synchronization is a multi-stage task as shown in figure 3.6a. Firstly, the time

synchronization is performed exploiting the guard interval correlation. Secondly, the fractional

frequency offset is estimated and compensated. Thirdly, the integer part of the frequency offset

is recovered employing the continual pilots. Finally, the scattered pilot pattern is detected for

each DVB-T symbol.

The synchronization schemes assume the knowledge of the guard interval length and the trans-

mission mode (2K or 8K). Usually, these two parameters are known, otherwise, there are

methods to accurately estimate them [70, 72].

3.3.1.1 Fine time and fractional frequency synchronization

The aim of the fine time offset estimation is to locate the DVB-T symbol start position. Accurate

fine time synchronization allows precise positioning of the FFT window. The fine time offset

estimation is performed in the time domain by measuring the correlations of the guard interval

for different time delays; the maximum correlation value indicates the correct time offset [66,

69, 71].

As already stated, the guard interval is formed by copying the last NG samples of the symbol

useful part, and inserting them into the beginning of the symbol. The correlation between the

guard interval and the last NG samples of the DVB-T symbol is employed for the fine time

offset estimation. Let us consider the following model of the received signal

x(n) = s(n− θ)ej2πφn + v(n), (3.8)

where s(n) is the transmitted signal, θ is the fine time offset, v(n) is an additive white Gaussian

noise with a variance σ2
v , and φ is the carrier frequency offset. The carrier frequency offset φ is

the sum of two components [68, 70]:

φ =
b

TU
+

I

TU
, (3.9)

where −0.5 ≤ b ≤ 0.5 and I is an integer.
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The correlation output for the time delay m is given by

γ(m) =

m+NG−1
∑

n=m

x(n)x∗(n + NU ), (3.10)

where NU is the number of samples of the DVB-T symbol useful part.

The maximum likelihood (ML) estimate of the fine time offset is obtained by [69]

θ̂ML = argmaxθ(|γ(θ)|). (3.11)

Figure 3.7 presents the magnitude and phase of the correlation defined in (3.10) for simulated

DVB-T signal in the 8K-mode and with NG = 2048. The main peaks of the correlation magni-

tude indicate the beginning of the DVB-T symbols. We note that the knowledge of the guard

interval length is required to employ the ML estimation method.
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Figure 3.7: Maximum likelihood (ML) estimation of fine time and fractional carrier
frequency offsets.

The fractional carrier frequency offset can be jointly estimated with the fine time offset [66].

The phase of the main peaks in figure 3.7 (the red circles) indicate the fractional CFO. The ML

estimate of the parameter b in (3.9) given by

b̂ML =
−1

2π
∠γ(θ̂ML). (3.12)
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3.3.1.2 Integer frequency synchronization

After the compensation of the fractional CFO, the post-FFT synchronization stage is feasible.

The knowledge of the beginning of the DVB-T symbols allows to split the signal (after fractional

CFO compensation) into blocks of size (NU + NG). The guard interval is removed from each

DVB-T symbol and an FFT is applied on the resulting blocks. We note X(i, k) the elements

of the post-FFT results (or the frequency-domain signal), where i is the DVB-T symbol index

and k is the subcarrier index.

The continual pilot subcarriers are employed to estimate the integer frequency offset which is a

multiple of the subcarrier spacing ∆F . We define the average correlation coefficient as follows

[70]

Γ(k0) =

∑

k∈ΩCP
X(i + 1, k + k0)X

∗(i, k + k0)
√

(

∑

k∈ΩCP
|X(i + 1, k + k0)|2

)(

∑

k∈ΩCP
|X(i, k + k0)|2

)

, (3.13)

where ΩCP represents the continual subcarrier indices (table 3.2). The integer frequency offset

expressed by I in (3.9) is obtained by maximizing Γ(k0):

ÎML = argmaxk0(|Γ(k0)|). (3.14)

Figure 3.8 presents the results of the integer frequency offset estimation. The metric output

is maximized for ÎML = 2 which is equivalent to a frequency offset of 2/TU = 2.232 kHz.

The compensation of the integer frequency offset is then performed to recover the subcarrier

orthogonality, which prevents the inter-carrier interference.

Integer frequency offset
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Figure 3.8: Integer frequency offset estimation employing continual pilots.
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3.3.1.3 Scattered pilot pattern estimation

As shown in section 3.2, the scattered pilot distribution follows a periodic rule, which results

in four patterns. The knowledge of the pilot pattern for the ith DVB-T symbol is required to

perform an accurate propagation channel estimation. Otherwise, the use of the continual pilots

is insufficient to achieve an accurate channel estimation.

The expression in (3.13) can be employed to estimate the scattered pilot pattern for a given

DVB-T symbol. Instead of averaging exclusively over the continual pilots, the averaging includes

also the scattered pilots for the four patterns. The result is four metrics as shown in figure 3.9.

The maximum value refers to the actual scattered pilot pattern; in this case, the pattern number

3 is the pattern of the symbol under test. The scattered pilot pattern estimation is performed

for one time; the patterns of the following symbols are deduced since the patterns are periodic.

correlation index
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Figure 3.9: Estimation of the scattered pilot pattern.

3.3.2 Propagation channel estimation

The transmitted DVB-T signal undergoes various effects such as fading, scattering, and atten-

uation. Therefore, the receiver must be able to estimate the propagation channel to recover the

transmitted data. We assume that the channel response is stationary during the coherent pro-

cessing interval. In OFDM systems (including DVB-T), the propagation channel is estimated in

the frequency domain by employing the pilot subcarriers [60, 75–79]. The most common channel
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estimation methods for OFDM systems based on pilot subcarriers are: the least squares (LS),

the minimum mean square error (MMSE), and the singular-value decomposition (SVD). After

the estimation of the channel response at the pilot subcarriers, that response is interpolated to

provide the full channel response. We note X̃ the frequency domain synchronized signal, which

can be expressed as follows [75]

X̃ = C H + V, (3.15)

where H is the channel response in the frequency domain for the K subcarriers, V is the Fourier

transform of the noise v(n), and C is a diagonal matrix which includes the transmitted coded

symbols (data, pilots, and TPS)

C =















c1 0 . . . 0

0 c2
. . .

...
...

. . .
. . . 0

0 . . . 0 cK















. (3.16)

3.3.2.1 LS channel estimation

The least squares method for the propagation channel estimation is the simplest to implement

since it requires no prior information about the propagation channel. To calculate the LS

channel response at the pilot subcarriers, the received symbols at the pilot subcarriers, X̃p, are

extracted

X̃p = Cp Hp + Vp, (3.17)

where the elements of X̃p are retrieved as follows

X̃p(k) = X̃(k) with k ∈ ΩP, (3.18)

where ΩP represents the pilot subcarrier indices of length KP = 176 for the 2K-mode and

KP = 701 for the 8K-mode. The quantities Cp, Hp, and Vp can be defined in a similar

manner.

The channel response based on the LS criterion is given by [76]

Ĥp,LS = C−1
p X̃p, (3.19)

a linear or a polynomial interpolation is then employed to obtain the channel response for the

rest of the subcarriers Ĥ.
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3.3.2.2 MMSE channel estimation

The minimum mean square error (MMSE) estimator provides better performances for the chan-

nel estimation compared to the LS method. The MMSE method exploits prior information

about the propagation channel (correlation matrix of the channel in the frequency domain)

and the signal-to-noise ratio (SNR) of the received signal. The MMSE estimate of the channel

response for the pilot subcarriers is calculated as follows [77]

Ĥp,MMSE = RHp

(

RHp
+ σ2

v

(

CpC
H
p

)−1
)−1

Ĥp,LS, (3.20)

where RHp
is the correlation matrix of the channel at the pilot subcarriers, which is given by

RHp
= E

[

HpH
H
p

]

. (3.21)

The MMSE estimation method provides an accurate channel estimate, however, its main draw-

back is the high complexity since it includes matrix inversion operations.

3.3.2.3 SVD channel estimation

The computational complexity of the MMSE method can be reduced by employing a low-

rank approximation using the singular value decomposition of the matrix RHp
. The channel

correlation matrix can be decomposed as follows [77]

RHp
= UΛUH, (3.22)

where U is a matrix with orthonormal columns and Λ is a diagonal matrix that includes the

singular values.

A new rank u is then chosen smaller than Kp by selecting the most significant singular values,

which yields

Ĥp,SVD = U

(

∆u 0

0 0

)

UHĤp,LS, (3.23)

where ∆u is a diagonal matrix containing a modified version of the singular values [77].

3.3.3 Coded symbol estimation

The estimated response of the propagation channel, Ĥ, is employed to equalize the symbols X̃,

which compensates the channel impact on the transmitted signal. We note X̌ the equalized
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symbols; they are obtained as follows

X̌(k) = X̃(k)/Ĥ(k). (3.24)

The detection of the equalized symbols X̌ at data subcarrier positions provides an estimate of the

transmitted QAM symbols which we note c̃d. The pilot subcarriers are known (frequencies and

amplitudes), it follows that the resulting coded symbols after demodulation can be expressed

as follows

c̃ =

(

c̃d

cp

)

. (3.25)

Although, the received signal is synchronized, the residual carrier frequency offset and the phase

noise can affect the demodulation process. Thus, an adequate processing is required to compen-

sate these two issues. To demonstrate the signal demodulation chain, we use real measurement

sequences and apply the required processing to achieve an accurate symbol detection.

Figure 3.10 presents a post-FFT 64-QAM constellation X̃. We notice the impact of the propaga-

tion channel which led to inter-carrier interference. This can be corrected by the equalization of

the post-FFT symbols employing the channel estimate. The equalization result, X̌, is depicted

in figure 3.11. The constellation symbols are distinguishable, however, the symbol rotation can

lead to a significant symbol detection error. The symbol rotation is due to the residual car-

rier frequency offset and the sampling frequency offset. The solution is a tracking loop for the

estimation and the compensation of the residual frequency offset [68, 69, 74].

I

Q

Figure 3.10: Post-FFT constellation shows the propagation channel impact.
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�

�

Figure 3.11: Equalized constellation with residual CFO and phase noise.

Figure 3.12 presents the constellation after the residual CFO compensation. The symbol rotation

is corrected since we can notice that pilot and TPS symbols are with real values (located on

the in-phase axis). However, we notice the overlapping of the decision regions especially for the

outer symbols, which is due to the phase noise of the receiver local oscillator. Several methods

for phase noise correction have been presented [73, 80]. In this work, we consider a decision-

directed method [73]; the final result is shown in figure 3.13. Finally, the decision regions of the

QAM constellation are clear, which reduces the symbol detection error.

�

�

Figure 3.12: The received constellation after residual carrier offset correction.
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�

�

Figure 3.13: The received constellation after phase noise correction.

3.3.4 Symbol error rate

Beside the synchronization impact, the accuracy of the coded symbol detection depends on the

signal-to-noise ratio of the received signal. Figure 3.14 presents received 64-QAM constellations

for DVB-T frames under three SNR scenarios. We notice that the signal noise can induce a

serious degradation of the symbol detection accuracy since the received symbols are no more

included in the decision regions. We note that the quantity SNR refers to the carrier-to-noise

ratio and not to the energy per bit to noise power spectral density ratio Eb/N0. The two

quantities (SNR and Eb/N0) are related as follows [81]

SNR = ηEb/N0, (3.26)

with η is the spectral efficiency, which can be calculated as follows for the 64-QAM DVB-T

modulation

η =
8K

BTU
, (3.27)

where K is the subcarrier number, B is the signal bandwidth, and TU is the duration of the

useful part of one DVB-T symbol. For instance, in 8K-mode DVB-T signals, we get

SNR ≃ Eb/N0 + 9 [dB]. (3.28)
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(a) SNR = 30 dB. (b) SNR = 20 dB. (c) SNR = 10 dB.

Figure 3.14: Received 64-QAM constellations for different SNR values.

We note Pe the symbol error rate (SER). For the M-QAM modulation, the SER can be calculated

as follows [57]

Pe = 4

(

1 − 1√
M

)

Q

(

√

2kf (Eb/N0)

)

− 4

(

1 − 2√
M

+
1

M

)

Q2

(

√

2kf (Eb/N0)

)

, (3.29)

where kf is a normalizing factor given by

kf =

(

2

3
(M − 1)

)−1/2

, (3.30)

and the Q function is given by [57]

Q(x) =
1√
2π

∫ +∞

x
e−t2/2dt, (3.31)

Figure 3.15 shows the results of the symbol error rate for the 64-QAM modulation employing

the theoretical expression and using Monte-Carlo simulations. We notice that to achieve a SER

of 10−4, an SNR of 25 dB is required, which demonstrates the sensitivity of the QAM detection

accuracy to the quality of the received signal.

3.4 DVB-T signal characteristics

3.4.1 Statistical distribution

As mentioned earlier, the DVB-T subcarriers convey data and pilots. It follows that the resulting

time signal, s(n), can be considered as the sum of two components: a data signal and a pilot

signal [82–84]. Thus, we can write [84]

s(n) = p(n) + d(n), (3.32)
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Figure 3.15: Symbol error rate (SER) for the 64-QAM.

where p(n) is the pilot signal with a variance σ2
p, and d(n) is the data signal with a variance σ2

d.

Since data and pilot signals are statistically independent, we can write

σ2
s = σ2

p + σ2
d. (3.33)

The coded symbols ck (data, TPS, and pilots) are independent identically distributed (i.i.d.)

random variables. Data symbols are i.i.d. random variables due to the randomization stage

that precede the outer-coder. The latter enhances the data independence together with the

outer-interleaver, the inner-coder, and the inner-interleaver [85]. TPS and pilot symbols are

i.i.d since they result from a pseudo random binary sequence (PRBS) [63]. In addition, the

time-domain signal is obtained through an IFFT of the coded symbols ck, and the IFFT of

statistically independent inputs will produce statistically independent outputs [86]. And the

sum of a large number of i.i.d. variables approaches a Gaussian distribution (invoking the

central limit theorem). Therefore, we can consider the transmitted DVB-T signal s(n) as

Gaussian with zero mean and variance σ2
s , i.e. s(n) ∼ CN (0, σ2

s ) [85–88].

Figure 3.16 presents the probability density function (PDF) for the real part of a simulated

DVB-T signal with a duration of 0.1 s which is about 106 samples, a 8K transmission mode

and, a guard interval length TG = TU/4. The distribution of the generated data is shown using

histogram representation. To illustrate that the obtained distribution is Gaussian, we calculate

the mean and variance of the simulated data and employ them to generate the theoretical values

for the PDF. The results show a perfect match between the simulation results and the theoretical

ones which validates the assumption about the distribution of the DVB-T signal.
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Similarly, we can verify that both of the two components data signal and pilot signal follow a

complex Gaussian distribution with zero mean and variances σ2
d and σ2

p, respectively. Hence,

we can write d(n) ∼ CN (0, σ2
d) and p(n) ∼ CN (0, σ2

p).
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Figure 3.16: Statistical distribution of the time-domain DVB-T signal.

3.4.2 Ambiguity function

As previously stated, the ambiguity function represents the matched filter output; it provides an

insight about the suitability of the tested waveform for the desired application. The ambiguity

function of the DVB-T signal has been the subject of many studies [12, 24, 25, 85, 89–92]; it can

be calculated using equation (2.15). Figure 3.17 shows the ambiguity function of a simulated

DVB-T signal. The signal is generated with 8K transmission mode, a guard interval length of

TG = TU/4, and a coherent integration interval TCPI = 0.1 s which is equivalent to N = 106.

The Doppler frequency range is [−400 Hz : 400 Hz], and the time delay values are limited to

[−34 µs : 34 µs] which yields a maximum range of ±10 km. The figure shows a strong peak at

the origin (zero Doppler and zero range) over a background of −50 dB, and ambiguities −40 dB

lower than the main peak. The thumbtack shape of the DVB-T signal ambiguity function is

due to the noise-like nature of the signal [7], which is an attractive feature for PCL radars.

The ambiguities are caused by the periodic components of the DVB-T signal such as the guard

interval and the pilot subcarriers. Many studies have considered these ambiguities as an ad-

ditional source of interference and have attempted to deal with it [12, 24, 25, 85, 89–92]. The

provided solution is to modify the reference signal by creating a mismatch with the surveillance

signal: the guard interval is blanked and the pilot subcarriers are filtered or equalized. The pilot
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subcarrier equalization is performed by changing their amplitudes (for the reference signal) from

±4/3 to ±3/4, which reduces the level of the ambiguities created by the pilots [12].

The ambiguities of the DVB-T signal do not occupy a considerable portion of the range-Doppler

domain, and their locations are known. In addition, their power level is about −40dB lower than

the main peak, thus, they cannot mask target returns. Further, the most significant ambiguity

is caused by the guard interval correlation; and it occurs at a delay TU which is equivalent to a

range of 268 km (higher than the expected maximum detection range). Therefore, in this work,

we do not consider any improvement of the DVB-T signal ambiguity function.

Figure 3.17: Simulated ambiguity function of DVB-T signal with a transmission mode 8K,
guard interval TG = TU/4, and coherent integration interval 0.1 s.

Figure 3.18 presents a zero-range cut of the ambiguity function for the DVB-T signal. The

similarity with the cardinal sine signal can be clearly noticed, which is due to the rectangular

shape of the DVB-T signal spectrum. The Doppler resolution and the sidelobe level depend on

the length of the coherent processing interval [85].

Figure 3.19 shows a zero-Doppler cut of the ambiguity function for the DVB-T signal, which

provides an insight about the range resolution when employing the DVB-T signal for radar

applications. The width of the main peak reflects the range resolution; in fact, the range cell

length for DVB-T based PCL radars is around 33 m which makes DVB-T signals an attractive

source of illumination for PCL radars.
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Figure 3.18: Zero-range cut of the ambiguity function for DVB-T signal.
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Figure 3.19: Zero-Doppler cut of the ambiguity function for DVB-T signal.

3.5 Conclusion

In this chapter, we provided the essential details about the DVB-T signals, and we presented the

required signal processing methods that allow an adequate exploitation of the DVB-T signals in

PCL radars. We showed that the DVB-T is characterized by a noise-like nature, which results in

a thumbtack ambiguity function. We saw that the DVB-T signal follows a Gaussian distribution,

which will ease the theoretical study of the detection performances when employing DVB-T

signals for PCL radars. We provided also a set of signal processing methods that enables the
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synchronization of the received signal in time and frequency, the propagation channel estimation,

and the symbol decoding.

The well-known structure of the DVB-T signal is an advantage for passive radar applications

since it allows a perfect synchronization of the received signals, and permits a set of signal

processing methods that enhance their quality. The next chapters study in details the reference

signal reconstruction and the static clutter suppression for DVB-T based PCL radars.





Chapter 4

Target detection for DVB-T based

PCL radars with a noisy reference

signal

4.1 Introduction

The lack of control over the transmitted waves and the ignorance of the exact transmitted

signal characterize PCL systems. To deal with the absence of the exact transmitted signal,

PCL radars employ a dedicated receiving channel to acquire the direct-path signal which we

call the reference signal. The reference signal quality depends on many factors such as the

transmitter-receiver distance and the environmental interference sources. In realistic cases, the

signal-to-noise ratio of the reference signal can be low, which certainly affects the detection

performances [14, 18–20]. In this chapter, we consider a bistatic DVB-T based PCL radar with

a noisy reference signal, we assess the impact of this noise, and we study methods that deal

with this scenario.

Section 4.2 evaluates the impact of the reference signal noise on the detection performance.

First, the difference between the matched filter (MF) and the cross-correlation (CC) detector is

presented. Next, the noise impact on the detector output is assessed qualitatively by considering

the produced range-Doppler diagrams for different scenarios. Then, we employ the analytic

closed-form expression of the detection probability to quantify the impact of the reference signal

noise on the detection probability.

In section 4.3, we introduce the reference signal reconstruction strategy which intends to enhance

the signal-to-noise ratio of the reference signal. This strategy is feasible for DVB-T based PCL

41



Chapter 4. Target detection for DVB-T based PCL radars with a noisy reference signal 42

radars; it is performed by decoding the received signal and employing the detected symbols to

form a noise-free reference signal. We first present the principle of the reconstruction method.

Next, we provide a detailed analytic study of the detection process, which yields closed-form

expressions for the false-alarm probability and the detection probability. Then, we show the

numerical results for the expected detection probability when a reconstructed reference signal

is employed. Finally, we present the limitations of this method.

Section 4.4 proposes a new detection strategy for DVB-T based PCL radars by employing a

locally generated pilot signal. The pilot signal is locally generated at the receiver and employed

for detection. The pilot signal generation is made possible thanks to the full knowledge of the

pilot subcarriers (frequency and amplitudes). Again, we provide the closed-form expression of

the detection probability for the proposed method, and we compare the retrieved results with

those of a noisy reference signal and a reconstructed signal.

In section 4.5, we present an optimum reconstruction method for the reference signal in DVB-T

based PCL radars. It minimizes the mean square error (MSE) between the reconstructed signal

and the transmitted one, which extends the feasibility of the reference signal reconstruction for

low SNR values.

4.2 Impact of the reference signal noise

In this section, we provide a detailed study about the impact of the reference signal noise on

the behavior of the cross-correlation detector. We start by comparing the matched filter and

the CC detector. Next, we carry out a qualitative assessment of the noise impact on the target

detection by considering its effect on the resulting range-Doppler diagrams. Then, we present

the impact of the reference signal noise on the expected detection probability.

4.2.1 Matched filter and cross-correlation detector

In radar applications, the detection filter response is chosen to maximize the signal-to-noise

ratio of the detector output, which maximizes the detection probability [33]. The matched

filter (MF) is the optimal detection filter for a signal in an additive Gaussian noise background

[31, 33, 93]; it maximizes the signal-to-noise ratio of the detector output. The matched filter

employs the exact template of the transmitted signal to sense its existence in the received signal.

Any modification on the employed signal template reduces the SNR of the detector output and

thus, degrades the detection probability.
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For PCL radars employing noncooperative transmitters, the exact signal template is inacces-

sible. Usually, a reference channel is employed to collect the direct-path signal from the illu-

minator of opportunity. The received reference signal replaces the exact signal employed in

the MF detector, and the resulting detection method is called cross-correlation (CC) detector

[12, 14]. Consequently, the reference signal quality impacts the detection performance, and the

CC detector behavior can approach that of the MF detector for high-quality reference signals.

In realistic scenarios, the distance separating the receiver and the illuminator of opportunity

can be considerable, which leads to significant propagation losses and degrades the received

signal SNR. In addition, multipath signals and interference sources may further degrade the

received reference signal. Therefore, a degradation of the CC detector performance compared

to the MF is expected [14, 18–20, 94–97]. In [14], a quantitative assessment of the impact of the

reference signal noise on the CC detector performance has been addressed. Such study allows

the prediction of the detection probability for different scenarios, it shows that the reference

signal SNR affects significantly the detection probability. And for low SNR values, the detection

probability is sharply degraded.

Table 4.1 presents the measured signal-to-noise ratio values for different DVB-T transmitters

located around Brussels area. The measurements were performed using a Yagi antenna with

a gain of 11 dBi and a USRP B100 board. The antenna polarization (vertical or horizontal)

followed that of the transmitter. The SNR is calculated following the formula in equation 4.45.

We notice that the direct-path signal quality depends on the transmitter-receiver distance; and

we remark that for relatively distant transmitters, the SNR is very low. Beside the transmitter-

receiver distance, the quality of the received signal depends on transmitter power and the

transmitter-receiver visibility.

Therefore, a realistic modeling of the PCL systems requires the consideration of the possible low

quality of the reference signal. In this chapter, we consider a low SNRr scenario, we assess its

impact, and we propose three methods to deal with this scenario for DVB-T based PCL radars.

4.2.2 Qualitative assessment

To specify the exact impact of the reference signal noise on the detection performance, we carry

out a qualitative assessment of the CC detector behavior for different SNRr values (SNR in the

reference signal). In order to do so, we simulate two targets with parameters (range, Doppler,

and SNRs) presented in table 4.2, and a coherent processing interval of length 0.1 s (equivalent

to N = 106 time samples). It has been demonstrated that this value of CPI maximizes the

target SNR without inducing range and Doppler walks for DVB-T signals [98, 99]. Figure 4.1

demonstrates the detection strategy by employing the received reference signal.
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Name Power (kW) Frequency (MHz) Distance (km) SNR (dB)

Tour des finances 10 482 2.2 18

Tour des finances 10 754 2.2 20

Veltem 20 482 16 3.8

Wavre 10 754 18 3.2

Antwerpen 10 506 41.7 2.5

Schoten 20 506 50.8 1

Gand 7 482 51.8 -28.7

Genk 20 506 79 -15.6

Tournai 20 754 80.8 -18.2

Table 4.1: Measured SNR for different transmitters of opportunity.

Range [km] Doppler [Hz] SNRs [dB]

Target 1 2 100 -30

Targte 2 1.6 -200 -45

Table 4.2: Simulation parameters.

Reference signal

Surveillance signal

Delay ()*

Spectral

analysis

Range-Doppler

diagram

Figure 4.1: Detection strategy employing the received reference signal.

Figure 4.2 presents the range-Doppler diagram for a signal-to-noise ratio in the reference signal

of SNRr = 10 dB. We notice that both targets are clearly distinguishable since the noise-floor

level is considerably lower than the target spots. It follows that the detection threshold for a

given false-alarm probability will allow the detection of both targets.

Figure 4.3 shows the range-Doppler diagram for SNRr = 0 dB and with the same simulation

parameters as in the previous case. The target with SNRs = −30 dB remains distinguishable,

however, the one with SNRs = −45 dB is hardily distinguishable from the noise-floor. The

noise-floor rise increases the detection threshold, which leads to miss the detection of the low-

magnitude target echoes.

In figure 4.4, we show the range-Doppler diagram for an extreme scenario where the reference

signal-to-noise ratio is SNRr = −10 dB. The first target persists distinguishable (SNRs = −30 dB)

with a substantial increase of the noise-floor level which buried the second target (SNRs = −45 dB).

In this case, low-magnitude target returns are certainly buried, which leads to a significant

degradation of the detection probability.
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Figure 4.2: Range-Doppler diagram for two targets at (2 km, 100 Hz) and (1.6 km,
−200 Hz), with SNRr = 10 dB, SNRs(1) = −30 dB, SNRs(2) = −45 dB, and N = 106.

Figure 4.3: Range-Doppler diagram for two targets at (2 km, 100 Hz) and (1.6 km,
−200 Hz), with SNRr = 0 dB, SNRs(1) = −30 dB, SNRs(2) = −45 dB, and N = 106.
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Figure 4.4: Range-Doppler diagram for two targets at (2 km, 100 Hz) and (1.6 km,
−200 Hz), with SNRr = −10 dB, SNRs(1) = −30 dB, SNRs(2) = −45 dB, and N = 106.

The previous experiments have shown that the reference signal noise acts by increasing the

noise-floor level of the detector output. To illustrate this, we consider cuts of the previous

range-Doppler diagrams at the first target range, the results are shown in figure 4.5. We notice

that the noise-floor level increases for low SNRr values.
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Figure 4.5: One-dimensional cut at the target range.

Therefore, we have confirmed that the reference signal noise affects the noise-floor level of the

detector output. This can mask low-magnitude target returns, and increases the detection



Chapter 4. Target detection for DVB-T based PCL radars with a noisy reference signal 47

threshold for a given false-alarm probability, which decreases the detection probability. A quan-

titative study of the reference signal noise impact on the detection performance is required to

provide a clearer insight about the extent of this phenomenon.

4.2.3 Quantitative assessment

To quantify the impact of the reference signal noise on the detection performance for the cross-

correlation detector, we can calculate the detection probability as a function of SNRr [14]. To

do so, we consider the reference signal model expressed in equation (2.10). For the surveillance

signal, we consider the following simplified model

{

H0 : xs(n) = w(n),

H1 : xs(n) = αs(n− κ)ej2πfdn + w(n).
(4.1)

In the null hypothesis (H0), no target echo is present in the surveillance signal. And in the

alternative hypothesis (H1), the target echo is present in the surveillance signal with a magnitude

α, a time delay κ, and a Doppler shift fd.

The detection test at the range-Doppler cell (κ, fd) is performed as follows [14]

|T̄ |2
H1

≷
H0

ζ, (4.2)

where ζ is the detection threshold, and T̄ is the test statistic which is given by

T̄ =
N−1
∑

n=0

T (n), (4.3)

where N is the length of the coherent processing interval, and the instantaneous output of the

detection filter, T (n), is obtained by

T (n) = xs(n)x∗r(n − κ)e−j2πfdn. (4.4)

The test statistic T̄ follows a complex Gaussian distribution for both hypotheses H0 and H1.

Under H0, the distribution parameters (mean and variance) are µ0 and σ2
0 with [14]

{

µ0 = 0,

σ2
0 = Nσ2

w

(

|ξ|2σ2
s + σ2

v

)

.
(4.5)
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And for the alternative hypothesis H1, the distribution parameters are [14]

{

µ1 = Nαξ∗σ2
s ,

σ2
1 = N

(

|α|2σ2
s

(

|ξ|2σ2
s + σ2

v

)

+ σ2
w

(

|ξ|2σ2
s + σ2

v

))

.
(4.6)

The detection threshold for a given false-alarm probability PFA is calculated as follows [14]

ζ = σ2
0 log(PFA

−1), (4.7)

and the closed-form expression of the detection probability PD is [14]

PD = Q1

(
√

2|µ1|2
σ2
1

,

√

2ζ

σ2
1

)

, (4.8)

where Q1(., .) is the generalized Marcum Q-function of order 1 [100].

Figure 4.6 presents the detection probability contours as a function of SNRr and SNRs. These

results are obtained through the expression in (4.8), with a coherent integration interval length

N = 105 and a false-alarm probability PFA = 10−4. We distinguish two regions according to the

detection probability behavior. For SNRr > 10 dB, the detection probability mostly depends on

the target echo power (SNRs). Thus, the SNRr level does not significantly affect the detection

performance. This limit value depends on the length of the coherent processing interval and

the false-alarm probability. For SNRr < 10 dB, the detection probability is severely affected

by the level of the reference signal noise. For a given value of SNRs, the detection probability

sharply decreases for low SNRr values, which emphasizes the impact of the reference signal

noise. In fact, a decrease of the SNRr level is equivalent to a loss of the target echo level (SNRs).

For instance, to achieve a detection probability of 0.9 for SNRr = 0 dB, an SNRs = −35 dB is

required. However, to achieve the same performance for an SNRr = −10 dB, the required target

echo level is SNRs = −28 dB, which is equivalent to 7 dB loss in the target echo.

4.3 Reference signal reconstruction

In this section, we present the reference signal reconstruction in DVB-T based PCL radars.

This approach aims to enhance the reference signal quality. We first present its principle and

feasibility. Next, we carry out an analytic study to retrieve the closed-form expression of the

detection probability. Then, we provide the numerical results and we quantify the detection

improvement related to the signal reconstruction. Finally, we present the limitations of this

method.
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Figure 4.6: Detection probability as a function of SNRr and SNRs with N = 105 and
PFA = 10−4.

4.3.1 Principle

As was mentioned in the previous section, the reference signal noise affects the detection perfor-

mances. It increases the noise-floor level of the detection filter output, which rises the detection

threshold, and thus decreases the detection probability. This impact can be reduced by in-

creasing the length of the coherent processing interval, however, this solution increases the

computation cost and causes Doppler and range walk effects [37]. DVB-T based PCL radars

can exploit the prior knowledge about the signal structure to reconstruct the received reference

signal and create a less-noisy copy of the transmitted signal [9, 26, 27, 51, 101]. The reference

signal reconstruction is feasible thanks to the possibility of demodulating the DVB-T signals.

Usually, the transmitter parameters such as the transmission mode and the guard interval length

are known, which facilitates the signal demodulation.

Figure 4.7 presents the reference signal reconstruction strategy. The signal conditioning stage

involves the synchronization and the equalization tasks. The received reference signal is demod-

ulated as presented in chapter 3, which provides an estimate of the transmitted coded symbols

that we noted c̃ (equation 3.25). These symbols are employed to generate a new signal by fol-

lowing the modulation steps in figure 3.4. The resulting signal is called reconstructed reference



Chapter 4. Target detection for DVB-T based PCL radars with a noisy reference signal 50

signal, and it will replace the noisy reference signal for detection.

~cd

cpSignal conditioning QAM detection Signal modulation

Received 

signal

Reconstructed 

signal

Figure 4.7: Reference signal reconstruction principle.

4.3.2 Statistical analysis

To assess the impact of the reference signal reconstruction on the detection performance, we

propose to carry out an analytic study of the detection process. The aim of this study is to

retrieve closed-form expressions for the test statistic parameters (mean and variance), which

allow to calculate the detection probability. In order to do so, we consider a reconstructed

reference signal, and the simplified model of the surveillance signal presented in (4.1). We note

ŝ(n) the reconstructed signal based on the estimated symbols c̃.

As indicated in chapter 3, the DVB-T signal can be considered as the sum of two signals: data

signal and pilot signal. It follows that equation (3.32) can be expressed for the reconstructed

signal case as follows

ŝ(n) = p(n) + d̃(n), (4.9)

where p(n) is the pilot signal, and d̃(n) is the reconstructed data signal. To retrieve generic

expressions for the static test parameters and the detection probability, we adopt the following

model for the reconstructed reference signal

ŝ(n) = p(n) + ad̃(n), (4.10)

where a is a positive parameter.

Figure 4.8 summarizes the detection method employing a reconstructed reference signal. The

detection test is performed over all possible range-velocity cells, which results in a range-Doppler

diagram. In this section, we intend to characterize the detection test in the target cell (κ, fd).

For the reconstructed reference signal case, the instantaneous output of the detection filter is

expressed as follows

T (n) = xs(n)ŝ∗(n− κ)e−j2πfdn, (4.11)
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under the alternative hypothesis (H1), we can write

T (n) =
(

αs(n− κ)ej2πfdn + w(n)
)

ŝ∗(n − κ)e−j2πfdn, (4.12)

it follows that

T (n) = αs(n − κ)ŝ∗(n− κ) + w(n)ŝ∗(n− κ)e−j2πfdn. (4.13)

Since ŝ(n) and w(n) are statistically independent, the mean value of the statistic T (n) under

H1 is equivalent to

E [T (n)|H1] = αE [s(n− κ)ŝ∗(n− κ)] , (4.14)

exploiting the fact that the DVB-T signal can be written as the sum of data signal and pilot

signal, we get

E [T (n)|H1] = αE
[

(p(n) + d(n))
(

p(n) + ad̃(n)
)∗]

, (4.15)

so,

E [T (n)|H1] = αE
[

|p(n)|2 + ad(n)d̃∗(n) + ap(n)d̃∗(n) + p∗(n)d(n)
]

, (4.16)

since p(n) is statistically independent of d(n) and d̃(n), we can write

E [T (n)|H1] = αE
[

|p(n)|2 + ad(n)d̃∗(n)
]

, (4.17)

we have E
[

|p(n)|2
]

= σ2
p, hence,

E [T (n)|H1] = α
(

σ2
p + aE

[

d(n)d̃∗(n)
])

. (4.18)

Let us define the quantity ǫ as

ǫ = E
[

d(n)d̃∗(n)
]

, (4.19)

exploiting the definition of the time-domain DVB-T signal in equation (3.6), we can write

ǫ = E





Kd
∑

k1=1

Kd
∑

k2=1

ck1 c̃
∗
k2e

j2πfk1ne−j2πfk2n



 , (4.20)

since the subcarriers are orthogonal [12], we get

E
[

ck1 c̃
∗
k2e

j2πfk1ne−j2πfk2n
]

k1 6=k2
= 0, (4.21)

which yields

ǫ = E

[

Kd
∑

k=1

ck c̃
∗
k

]

, (4.22)
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or simply,

ǫ =

Kd
∑

k=1

E [ck c̃
∗
k] , (4.23)

or

ǫ = KdE [ck c̃
∗
k] . (4.24)

The symbols c̃ are detected with an error probability Pe, which yields

{

c̃k 6= ck with a probability Pe,

c̃k = ck with a probability (1 − Pe),
(4.25)

it follows that [12]

E [ck c̃
∗
k]c̃k 6=ck

= 0, (4.26)

which allows to write equation 4.24 as

ǫ = Kd(1 − Pe)E [ckc
∗
k] . (4.27)

The variance of the data signal, σ2
d, can be calculated as follows

σ2
d = KdE [ckc

∗
k] , (4.28)

hence, we can write

ǫ = (1 − Pe)σ
2
d, (4.29)

finally, we get

E [T (n)|H1] = α
(

σ2
p + a(1 − Pe)σ

2
d

)

. (4.30)

Following the same steps, we get the variance value as

var [T (n)|H1] = |α|2
(

σ4
p + a2(1 − Pe)

2σ4
d

)

+ |α|2
(

a2 + 2a(1 − Pe) + 1
)

σ2
dσ

2
p

+
(

σ2
p + a2σ2

d

)

σ2
w. (4.31)

To retrieve the mean and variance of T (n) under H1, we set α = 0.

The test statistic T̄ is the sum of N independent and identically distributed random variables

T (n). By invoking the central limit theorem [102], we can consider that T̄ follows a complex

Gaussian distribution with a mean µ1 and a variance σ2
1 under the alternative hypothesis (H1)

given by

µ1 = N E [T (n)|H1] , (4.32)
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σ2
1 = N var [T (n)|H1] , (4.33)

and a variance σ2
1 under the null hypothesis (H0)

σ2
0 = N var [T (n)|H0] , (4.34)

the mean value under H0 is null.

To retrieve the analytic values of the detection threshold and the detection probability for the

reference reconstruction case, equations (4.32), (4.33), and (4.34) are injected in equations (4.7)

and (4.8), respectively. And the parameter a is set to 1.

Reference signal

Surveillance signal

Delay ()*

Spectral

analysis

Range-Doppler

diagram

Signal

reconstruction

Figure 4.8: Detection strategy employing a reconstructed reference signal.

4.3.3 Numerical results

To validate the retrieved closed-form expressions, we carried out Monte-Carlo (MC) simulations

for the detection probability with a number of trials Ntrials = 106. We employed generated DVB-

T sequences of length N = 105, signal-to-noise ratio of the surveillance signal SNRs = −30 dB,

and false-alarm probability PFA = 10−4. Figure 4.9 presents the theoretical results (TH) for the

noisy reference signal and the reconstructed signal, and the MC results for the latter. Firstly,

we notice that the theoretical values perfectly match with the MC results, which validates the

retrieved analytic expressions. Secondly, we observe a significant improvement of the detection

probability for the reconstructed signal case compared to the noisy reference signal, which is

due to the improvement of the signal quality (noise reduction) in the reconstructed signal.

To obtain a wider insight about the signal reconstruction impact on the detection performance,

we need to evaluate the detection probability for different SNRs values. Figure 4.10 shows the

detection probability contours, where different values of SNRr and SNRs are employed with

PFA = 10−4 and N = 105. According to the SNRr value, we distinguish two regions. The

first one is for SNRr > 10 dB, the impact of the reference signal noise is insignificant and so

is the reconstruction impact. The second region is for SNRr < 10 dB, the reference signal

reconstruction improves the detection probability for all SNRs values, which demonstrates the

efficiency of the reference signal reconstruction for noise reduction.
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Figure 4.9: Detection probability as a function of SNRr.
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Figure 4.10: Detection probability as a function of SNRr and SNRs with N = 105 and
PFA = 10−4.



Chapter 4. Target detection for DVB-T based PCL radars with a noisy reference signal 55

4.3.4 Limitations

We noticed that the reference signal reconstruction can be an efficient way for improving the

detection probability in DVB-T based PCL radars. However, for low SNRr, this improvement

is limited. Obviously, the performance of the reconstruction method depends on the accuracy

of the QAM detection which is a function of the signal-to-noise ratio of the received signal.

For low SNRr scenarios, the QAM symbol detection error (Pe) is significant, which induces a

mismatch between the reconstructed signal and the exact one. In this section, we investigate

the impact of the reconstruction mismatch on the detection performance when a reconstructed

reference signal is used.

We can show that employing a reconstructed signal which presents a mismatch with the exact

signal degrades the coherent integration gain. To do so, we consider a simulation of one target

with an echo magnitude SNRs = −30 dB and a coherent integration interval of length N = 106.

Figure 4.11 shows the results where two reference signal variants are employed: a noisy signal

(SNRr = −10 dB) and a reconstructed one. At the target location (100 Hz), we notice a signif-

icant decrease of the peak magnitude (for the reconstructed signal), which is due to the loss in

the coherent integration gain caused by the induced reconstruction mismatch.
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Figure 4.11: Coherent integration loss due to the reconstruction mismatch.

To assess the coherent integration loss, we can evaluate the mean value of the statistic test under

the alternative hypothesis H1 expressed in equation (4.32). Figure 4.12 presents the parameter

µ1 as a function of SNRr for a CPI length of N = 105 and a target magnitude SNRs = −35 dB.

The figure compares the parameter µ1 for a noisy reference signal and for a reconstructed signal.
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The results show a significant degradation of the coherent integration for low SNRr values, which

reduces the efficiency of the reference signal reconstruction for a low SNRr.
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Figure 4.12: Mean value of the statistic test T̄ under the alternative hypothesis H1 for
SNRs = −35 dB and N = 105.

So far, we demonstrated that the reference signal reconstruction loses its performance for low

SNRr values due to the degradation of the coherent integration gain. In addition to the coherent

integration loss, the reconstruction mismatch creates an additional noise source (wrongly recon-

structed data signal), which degrades the detection probability. This impact can be assessed by

considering the variance of the detection statistic T̄ under the null hypothesis H0. Figure 4.13

presents the variation of the parameter σ2
0 as a function of SNRr for two reference variants: a

noisy signal and a reconstructed one. For SNRr < 10 dB, we notice an increase of σ2
0 due to the

reconstruction mismatch (the wrongly reconstructed data signal), which increases the detection

threshold for a given false-alarm probability, and thus, degrades the detection probability.

4.4 Detection employing a pilot signal

In chapter 3, we showed that the DVB-T signal is the sum of two components: a data signal

and a pilot signal. The latter is formed by pilot subcarriers; their amplitudes and frequencies

are known [63]. Pilot subcarriers represent around 10 % of the total number of subcarriers in

the DVB-T signal (176/1705 for 2k − mode and 701/6817 for 8k − mode). They are employed

for signal synchronization [74] and propagation channel estimation [60, 76, 79]. In this section,

we propose another method for detection in DVB-T based PCL systems by employing the pilot
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Figure 4.13: Variance of the statistic test T̄ under the null hypothesis H0 for
SNRs = −35 dB and N = 105.

signal; a locally generated pilot signal replaces the received reference signal. This method can

improve the detection probability for low SNRr values. In addition, it can decrease the system

cost since the reference channel will be unnecessary, which is a considerable advantage when

employing several transmitters (multi-static scenario).

4.4.1 Principle

Figure 4.14 presents the proposed detection strategy. The received reference signal is replaced

by a locally generated pilot signal. The pilot signal is generated by forming DVB-T frames

exclusively by pilot subcarriers while data and TPS subcarriers are set to zero. The positions

of the pilot subcarriers (continual and scattered) in the symbol are known, and so are their

amplitudes. An IFFT is applied on the generated frames and a guard interval is added to obtain

the time-domain pilot signal. Then, the pilot signal is cross-correlated with the surveillance

signal.

Pilot signal

Surveillance signal

Delay ()*

Spectral

analysis

Range-Doppler

diagram

Figure 4.14: Detection strategy employing a locally generated pilot signal.
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The instantaneous output T (n) of the detection filter for the pilot-based detection can be cal-

culated as follows

T (n) = xs(n)p∗(n− κ)e−j2πfdn, (4.35)

it follows that the test statistic parameters (mean and variance) can be deduced by setting a = 0

in the equations (4.32), (4.33), and (4.34). Hence, we can write















µ1 = Nασ2
p ,

σ2
0 = Nσ2

pσ
2
w,

σ2
1 = N

(

|α|2
(

σ4
p + σ2

dσ
2
p

)

+ σ2
pσ

2
w

)

.

(4.36)

These expressions are injected in equations (4.7) and (4.8) to retrieve the detection threshold

and the detection probability.

4.4.2 Numerical results

Figure 4.15 presents the detection probability results for three reference signal types: noisy, re-

constructed, and pilot signals. We employed the following parameters SNRs = −32 dB, PFA =

10−4, and N = 105. Since the pilot signal is locally generated, the detection probability for

the approach employing a pilot signal is obviously independent of the SNRr value. In addi-

tion, employing a pilot signal for detection outperforms the use of a noisy reference signal for

SNRr < −7 dB, which is explained by the fact that for those values, the degradation due to the

reference signal noise is larger than that due to the use of a pilot signal only. The pilot-based

detection method surpasses the use of a reconstructed signal for SNRr < −9 dB, this is due to

the important integration loss induced by the mismatch between the imperfectly reconstructed

signal and the exact one (caused by the QAM detection error).

Figure 4.16 presents the detection probability for the detection method employing pilot signal

as a function of SNRs for PFA = 10−4 and N = 106 (equivalent to 0.1 s). We notice that at

SNRs = −40 dB, the detection probability reaches 0.96 which is quite good for realistic cases.

Therefore, the use of pilot signal for detection in DVB-T based PCL radars can be an alternative

for the noisy reference signal for low SNRr values.

4.5 Optimum reference signal reconstruction

In this section, we propose an optimum method for reference signal reconstruction in DVB-T

PCL radars. It optimally filters the detected QAM symbols to minimize the mean square error
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Figure 4.15: Detection probability as a function of SNRr for SNRs = −32 dB, PFA = 10−4,
and N = 105.
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Figure 4.16: Detection probability for pilot signal as a function of SNRs for PFA = 10−4 and
N = 106.
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(MSE) between the reconstructed signal and the transmitted one. This approach is expected

to provide performance at leas equal to that of pilot-based method for low SNRr.

4.5.1 Optimum filter design

As explained earlier, the performance degradation of the conventional signal reconstruction is

due to the reconstruction mismatch of the data signal. This degradation is reflected in the

integration gain loss and in the additional noise caused by the wrongly reconstructed signal.

As seen in section 4.4, the use of a locally generated pilot signal for detection outperforms the

conventional reconstruction method for low SNRr values. Thus, one can just exclude the use

of data signal for low SNRr values by setting a threshold at which the pilot detection is better

than the conventional reconstruction. However, we know that the conventionally reconstructed

signal involves a perfectly reconstructed pilot signal. Therefore, we can design an optimum filter

for the reconstructed reference signal, which minimizes the (MSE) between the reconstructed

signal and the transmitted one for a given SNRr value. Figure 4.17 presents the optimum

reconstruction principle.

Signal conditioning QAM detection Signal modulation

Received 

signal
Reconstructed 

signal

cp

~cd ĉd

gopt

Figure 4.17: Principle of the optimum reference signal reconstruction.

As previously stated, the exact signal s(n) and the reconstructed signal ŝ(n) are obtained by

modulating the coded symbols c and c̃, respectively. Thus, minimizing the MSE between c and

c̃ is equivalent to minimizing it between s(n) and ŝ(n). In this section, we aim to optimally

filter the detected symbols (c̃) to minimize the reconstruction MSE. We note ĉ the optimally

filtered coded symbols calculated as follows

ĉ =

(

gd c̃d

gp cp

)

, (4.37)

where gd and gp are the optimum filter weights for data and pilot symbols, respectively.
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The optimum filter weights minimizes the mean square error (MSE) of symbol estimation which

we note J . For each symbol c, we can write

J = E
[

|gc̃ − c|2
]

, (4.38)

where g is the filter weight. The optimum filter weights are calculated as follows [103]

g = E [c̃c∗] /E [c̃c̃∗] . (4.39)

The pilot subcarriers are reconstructed with no error, which yields to c̃p = cp, it follows that

the filter weights for pilot subcarriers are given by gp = 1. For data subcarriers, we have

c̃d = cd with a probability of (1 − Pe), (4.40)

and we have E [c̃dc
∗
d] = 0 for c̃d 6= cd [12], thus, we can write

E [c̃dc
∗
d] = (1 − Pe)E [c̃dc̃

∗
d] , (4.41)

hence, the optimum filter weights for data subcarriers are given by

gd = (1 − Pe), (4.42)

therefore, the optimally filtered symbols can be expressed as

ĉ =

(

(1 − Pe)c̃d

cp

)

. (4.43)

The optimally reconstructed signal is obtained my modulating the filtered symbols ĉ, it can be

expressed as follows

ŝ(n) = p(n) + (1 − Pe)d̃(n). (4.44)

Figure 4.18 presents the resulting filtered constellations. Obviously, the pilot symbols keep

the same amplitudes as before filtering, however, the amplitudes of data symbols are reduced

according to the filter weight gd. This will control the contribution of the data symbols in the

reconstructed signal, which reduces the mismatch noise.

Figure 4.19 shows the mean square error (MSE) of the detected data symbols versus the filtered

ones as a function of the reference signal SNR. The symbol MSE reflects the mismatch between

the reconstructed signal and the exact one. We notice that the proposed method for optimum
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(a) Detected symbols. (b) Filtered symbols.

Figure 4.18: QAM symbol filtering.

filtering the detected symbols can reduce the MSE significantly for low SNR values compared

to the conventional reconstruction.
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Figure 4.19: Mean square error (MSE) of the detected QAM symbols.

Calculating the filter weight gd requires the knowledge of Pe which is a function of SNRr. An

estimate of the signal-to-noise ratio in the reference signal can be calculated as follows [84]

ˆSNRr =
|ξ̂|2

(

1 + σ2
d/σ

2
p

)

σ2
p

rx − |ξ̂|2
(

1 + σ2
d/σ

2
p

)

σ2
p

, (4.45)

where rx is the power of the received reference signal calculated as follows

rx = E [xr(n)x∗r(n)] , (4.46)
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and ξ̂ is an estimate of the parameter ξ in equation (2.10) which is given by

ξ̂ = rxp/σ
2
p, (4.47)

with

rxp = E [xr(n)p∗(n)] . (4.48)

By setting a = (1 − Pe) in the equations (4.32), (4.33), and (4.34), we can calculate the closed-

form expressions for test statistics parameters related to the optimum reconstruction method.

And to obtain the theoretical detection threshold and detection probability, we inject the re-

trieved parameters in equations (4.7) and (4.8).

4.5.2 Results

4.5.2.1 Noise-floor reduction

To verify the efficiency of the proposed method for reference signal reconstruction, we first

employ a simulated target echo, and we calculate the corresponding range-Doppler diagram

(RDD). The target is located at (2 km, 100 Hz) with an echo magnitude of SNRs = −35 dB,

a reference signal with SNRr = −5 dB, and a coherent integration interval length N = 106.

Figure 4.20 presents the resulting RDD employing the noisy reference signal (SNRr = −5 dB).

We remark that the target is hardly distinguishable due to the considerable increase of the

noise-floor level caused by the reference signal noise.

Figure 4.20: Range-Doppler diagram for one target at (2 km, 100 Hz) with SNRr = −5 dB,
SNRs = −35 dB, and N = 106 (noisy reference signal).
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(a) Conventionally reconstructed reference signal. (b) Optimally reconstructed reference signal.

Figure 4.21: Range-Doppler diagram for one target at (2 km, 100 Hz) with SNRr = −5 dB,
SNRs = −35 dB, and N = 106.

To reduce the reference signal noise, we perform a conventional reconstruction and an optimum

one. Figure 4.21 presents the obtained results. We notice that the conventional reconstruction

has reduced the noise-floor level, however, the residual peaks may obstruct the target detection

or declare false-alarms. In contrast, the proposed method for reference signal reconstruction

results in a clearly distinguishable target spot with a magnitude significantly higher than the

noise-floor level, which illustrates the effectiveness of the proposed method.

The optimum filtering acts by reducing the mismatch between the reconstructed signal and

the exact one, which results in a reduction of the additional reconstruction noise, and thus,

decreases the noise-floor level of the detection filter output. To assess the behavior of the

noise-floor level we consider the variance of the the statistic test T̄ under the null hypothesis

H0. Figure 4.22 presents the parameter σ2
0 (which reflects the noise-floor level) as a function

of SNRr. For SNRr < 10 dB, the resulting σ2
0 value for the optimally reconstructed signal is

lower than that for the conventionally reconstructed signal, which illustrates the efficiency of

the optimum reconstruction for noise-floor reduction.

4.5.2.2 Real-data results

To validate the retrieved results, we compare the impact of the conventional and optimum

reconstruction methods on real-data sets. The recorded DVB-T signals correspond to the Veltem

transmitter (table 4.1) with a baseline of 16 km and an SNRr = 3.8 dB. Figure 4.23 presents

the sum of many range-Doppler diagrams which emphasizes the airplane path; the received

reference signal is used to obtain these results. In addition, the figure shows the exact airplane

path obtained via automatic dependent surveillance-broadcast (ADS-B) signals (detailed in
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Figure 4.22: Variance of the statistic test T̄ under the null hypothesis H0 for
SNRs = −35 dB and N = 105.

chapter 6). The results correspond to an airplane during the take-off maneuver. We notice that

the airplane track is hardly distinguishable due to the considerable increase of the noise-floor

level caused by the reference signal noise.

Figure 4.23: Real-data RDD results for a noisy reference signal with SNRr = 3.8 dB and
TCPI = 0.1 s.

To reduce the impact of the reference signal noise, we perform a conventional reconstruction
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and an optimum one; figures 4.24 and 4.25 present the results. We notice that the conven-

tional reconstruction has reduced the noise-floor level by around 5 dB, and that the optimum

reconstruction achieved a noise-floor level reduction of more than 10 dB. Consequently, the

the airplane track is easily distinguishable for the case of the optimally reconstructed reference

signal.

Figure 4.24: Real-data RDD results for a conventionally reconstructed reference signal with
an initial SNRr = 3.8 dB and TCPI = 0.1 s.

4.5.2.3 Detection probability improvement

In order to present the detection probability improvement due to the proposed reconstruction

method, we calculate the detection probability as a function of SNRr and we perform Monte-

Carlo simulations (106 trials), for a target echo with SNRs = −32 dB, an integration interval of

length N = 105, and a false alarm probability of PFA = 10−4. The detection probability results

are presented in figure 4.26. We notice a perfect match between the theoretical results (TH)

and the MC results, which validates the retrieved expressions. In addition, we remark that the

optimum reconstruction method outperforms the conventional method. The former achieves a

detection probability at least equal to that for the pilot-only signal detection.

To demonstrate the optimality of the calculated filter weight, we calculate the detection prob-

ability as a function of the filter weight gd for SNRr = −10 dB, SNRs = −35 dB, N = 105, and

PFA = 10−4; the results are presented in figure 4.27. In this scenario, the optimum filter weight

is gd = 1 − Pe ≈ 0.2, which is exactly the filter weight that maximizes the detection probability.
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Figure 4.25: Real-data RDD results for a optimally reconstructed reference signal with an
initial SNRr = 3.8 dB and TCPI = 0.1 s.
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Figure 4.26: Detection probability as a function of SNRr for SNRs = −32 dB, N = 105, and
PFA = 10−4.
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Figure 4.27: Detection probability as a function of the data symbol filtering weight for
SNRr = −10 dB, SNRs = −35 dB, N = 105, and PFA = 10−4.

To assess the behavior of the proposed method for different scenarios, we calculate the detec-

tion probability as a function of SNRr and SNRs. Figure 4.28 presents the detection probability

results for N = 105 and PFA = 10−4. For SNRr > 0 dB, the conventional reconstruction and

the optimum one provide approximately the same detection probability results. This is due to

the negligible impact of the reconstruction error. For SNRr < 0 dB, the optimum reconstruc-

tion method significantly outperforms the conventional reconstruction method. These results

can be explained by the optimum control of the data signal contribution, which reduces the

reconstruction MSE and thus reduces the noise-floor level of the detector output. Therefore,

the proposed method for reference signal reconstruction in DVB-T based PCL radars maximizes

the detection probability by reducing the reconstruction mismatch, which extends the feasibility

of the reference signal reconstruction approach for low SNRr.

4.6 Conclusion

In this chapter, we investigated the impact of the reference signal noise on the detection perfor-

mances, we assessed the detection enhancement related to the reference signal reconstruction

and the use of a pilot signal, and we proposed an optimum reconstruction method. We found

that the reference signal noise acts by increasing the noise-floor level of the detection filter

output, which buries low-magnitude targets and thus degrades the detection probability.

To reduce the impact of the reference signal noise in DVB-T based PCL radars, the signal

reconstruction approach can be adopted. The reconstruction method is performed by decoding
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Figure 4.28: Detection probability as a function of SNRr and SNRs, for N = 105 and
PFA = 10−4.

the received reference signal to recover the transmitted QAM symbols, and employ them to

generate a noise-free signal. The reference signal reconstruction method is easy to implement

and efficient as long as the reference signal SNR allows an accurate QAM symbol detection.

For low SNRr values, the QAM symbols are detected with a significant error, which induces a

mismatch between the reconstructed signal and the exact one, and thus, degrades the processing

gain and the detection probability. For poor quality reference signals, we proposed to replace

the received reference signal with a locally generated pilot signal. The use of a pilot signal

for detection has shown its efficiency and superiority for low SNR values compared to the

conventional signal reconstruction method. In addition, a significant cost reduction can be

obtained by this method.

Obviously, the reconstructed reference signal involves a perfectly reconstructed pilot signal;

thus, we proposed to optimally filter the detected symbols. This reduces the mismatch between

the reconstructed signal and the exact one. The optimum reconstitution method extends the

feasibility of the reference signal reconstitution method for DVB-T PCL radars. Consequently,

relatively far illuminators of opportunity can be exploited (low SNR is expected), and the use

of a single receiver architecture can be permitted (the reference signal will be received by the

sidelobes of the antenna).





Chapter 5

Static clutter suppression methods

5.1 Introduction

Despite the numerous advantages of PCL radar systems, their silent operating mode is accom-

panied by two major issues. The first issue is the reference signal quality, which has been

addressed in chapter 4. The second issue is the masking effects induced by the presence of the

static clutter in the received surveillance signal. Unlike the simplified model of the surveillance

signal adopted in chapter 4, a realistic model dictates the consideration of a direct-path and

multipath components in the surveillance signal in addition to the target echoes. In fact, the

direct-path signal forms the main part of the surveillance signal, and its magnitude is consider-

ably larger than that of the target echo. The same remark, but with less significance, applies for

the multipath components. This undesired presence degrades the detector dynamic range and

can mask the target echoes [1]. Consequently, the reduction of the contribution of the static

clutter (direct-path signal and multipath) is required to ensure an efficient operating PCL radar.

The direct-path and multipath reduction has been the subject of many research studies due

to its importance, which results in several approaches. The first approach employs an adap-

tive antenna array to reduce the direct-path contribution, where a null is steered towards the

transmitter direction [9, 11, 104, 105]. In the second approach, the terrain condition (moun-

tains and buildings) are exploited to attenuate the direct-path signal [43, 106]. Unfortunately,

these spatial filtering approaches increase the system cost and reduce its agility, which limits

the passive radar main advantages (low cost and ease of deployment). In addition, the achieved

null depth can be insufficient for the suppression requirements in PCL radar applications [107].

In the third approach, signal filtering methods are applied to filter-out the static clutter, these

methods will be studied in this chapter.

71
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In the literature, many filtering methods have been proposed to suppress the static clutter in the

DVB-T based PCL radars. Among them, there are methods exploiting the correlation between

the reference signal and the static clutter to estimate and suppress the latter, such as adaptive

filters [12, 108, 109], the CLEAN algorithm [7, 110], and the extensive cancellation algorithm

(ECA) [22]. Other clutter suppression methods exploit the structure of the DVB-T signal to

estimate the propagation channel which reflects the clutter effect [54]. The performance of the

cited methods has been studied considering a perfect reference signal, which is unrealistic. In

this chapter, we investigate the impact of the reference signal noise on the clutter suppression

methods, we assess the performance improvement due to the reference signal reconstruction,

and we propose an efficient method for static clutter suppression.

Section 5.2 presents the impact of the static clutter on the detection performances. It first

introduces the signal model of the surveillance signal considered in this chapter. Then, the

major impacts caused by the static clutter are studied. It focuses on the following impacts: the

noise-floor level increase, the dynamic range reduction, and the sidelobe masking effect.

In section 5.3, we present the adaptive filters employed for the static clutter suppression. We

consider the least mean squares (LMS) algorithm and we assess its sensitivity to the reference

signal noise. Next, we evaluate the improvement caused by the conventional reconstruction and

the optimum one. Then, we address the limitations of the adaptive methods.

Section 5.4 discusses the sequential methods for clutter suppression such as CLEAN and ECA

algorithms. It evaluates the impact of the reference signal quality on the achieved performance,

and it presents the signal reconstruction consequences.

In section 5.5, the static clutter suppression methods based on the channel estimation are

discussed and an improved method for channel estimation is proposed. Then, a comparison of

the studied methods for clutter suppression is performed.

5.2 Static clutter impact

In this section, we introduce the signal model for the current chapter and we emphasis the

considered assumptions about the received signal. Then, we assess the impact of the static

clutter on the detection performance which can be limited into the dynamic range reduction,

the noise-floor increase, and the sidelobe masking.
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5.2.1 Signal model

For the reference signal model, we consider the model employed in chapter 4 where the reference

signal is formed by a direct-path signal and a thermal noise. For the surveillance signal, we

consider a realistic model unlike the previous chapter where the surveillance signal model was

simplified to exclusively include the target echo and a thermal noise. The considered model

takes into account the contribution of the direct-path signal and the multipath components.

The surveillance signal xs(n) is expressed as follows [12]















H0 : xs(n) =
∑L−1

l=0 hls(n− κl) + w(n),

H1 : xs(n) =
∑L−1

l=0 hls(n− κl) + αs(n− κ)ej2πfdn + w(n).

(5.1)

The clutter-to-noise ratio (CNR) and the target signal-to-noise ratio (SNRs) are defined in a

similar manner as in equations (2.13) and (2.14).

5.2.2 Dynamic range and noise-floor level

The static clutter is principally formed by the direct-path signal and the reflections from the

static scatterers located in the surveillance zone. The direct-path signal can be considerably

larger than the target echo [12, 111], which results in a significant degradation of the detector

dynamic range [1, 112]. Consequently, weak target echoes can be missed in the presence of the

direct-path signal.

The masking effect of the static clutter manifests also in the increase of the noise-floor level as

presented in figure 5.1 where one target is simulated for two CNR values. We notice that the

increase of the CNR is accompanied by the increase of the noise-floor level, which may bury

weak targets and thus degrades the detection probability.

5.2.3 Sidelobe masking effect

As seen in chapter 3, the ambiguity function of the DVB-T signal exhibits sidelobes in the

frequency domain. The first sidelobe is 13 dB lower than the main lobe, and the following ones

are with lower magnitudes. Thus, low velocity targets (i.e. low Doppler shift) can be masked by

the static clutter sidelobes [107, 113]. Figure 5.2 presents simulation results for one target with

100 Hz Doppler shift in two CNR scenarios. We notice that the increase of the static clutter

level induced the masking of the target echo by the sidelobes.
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Figure 5.1: Noise-floor level increase due to the static clutter for one target with
SNRs = −20 dB, N = 106, and fd = 200 Hz.
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(a) CNR = 5 dB.
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(b) CNR = 15 dB.

Figure 5.2: Sidelobe masking effect caused by the static clutter for one target with
SNRs = −30 dB, N = 106, and fd = 100 Hz.

The significant impact of the static clutter must be reduced, this can be done through the

filtering of the received surveillance signal which will improve the detection performance and

reduce the masking effect. The remainder of the chapter is dedicated to the assessment of a

variety of static clutter suppression methods applied on DVB-T signals.
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5.3 Adaptive methods

In the current section, the static clutter suppression methods based on the adaptive filter theory

are addressed. It first presents their principle and structure. Next, their sensitivity to the

reference signal noise is studied. Then, the impact of the reference signal reconstruction is

presented.

5.3.1 Principle

The considered model of the static clutter in equation (5.1) is a weighted sum of time-delayed

replicas of the transmitted signal, which is similar to the finite impulse filter (FIR) structure.

Therefore, it is possible to suppress the static clutter from the surveillance signal employing

adaptive filters. The adaptive filter structure requires two inputs: a primary input and a

reference one [114]. Figure 5.3 presents the general principle of the static clutter adaptive

cancellation. The surveillance signal is inputted as the desired signal (primary input) and the

reference signal feeds the reference input. The adaptive filter weights are adjusted to match

with the static clutter gains hl, which results in an estimation of the static clutter signal. The

estimated clutter signal is subtracted form the received surveillance signal, which provides a

clutter-free signal. The adaptive cancellation does not require a prior knowledge of the signal

characteristic and its structure is simple, which promoted its use for many PCL radar systems

[12, 95, 107–109, 115–119].

Reference signal

Surveillance signal

Filter weight

adaptation

Filtered signal+

-

Figure 5.3: Adaptive static clutter cancellation.

Many variants of adaptive filter algorithms have been employed for static clutter suppression;

we cite for example the least mean square (LMS) algorithm, the recursive least square (RLS)

algorithm, and Wiener algorithm. This algorithm family minimizes the mean-square error

between the estimated weights and the exact ones [103]. It is important to note that the

filtering accuracy depends on the correlation between the reference signal and the static clutter

components, in other words, a reference signal with high quality and stationary clutter weights

are required for an efficient suppression [107]. In contrast, the target echoes are less correlated

with the reference signal due to the Doppler shift, which reduces the filter impact on the desired

signals.
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5.3.2 Impact of the reference signal noise

The evaluation of the adaptive filters for static clutter suppression has been widely addressed

in the literature [109, 118], where the comparison criteria were the direct-path attenuation

capability, the noise-floor reduction, the processing cost, and the impact on the target echoes.

These evaluation studies have considered a perfect reference signal, which is far from the realistic

scenarios. In this section, we limit the study to the LMS algorithm and we investigate the impact

of the reference signal quality on the performance of the static clutter suppression. In order

to do so, we assess the direct-path (DP) signal attenuation when a noisy reference signal is

employed.

Figure 5.4 presents the DP attenuation level as a function of the signal-to-noise ratio of the ref-

erence signal SNRr. The DP attenuation level is calculated as the difference between the initial

power (before LMS filtering) and the residual power (after LMS) of the DP. Clearly, the static

clutter suppression employing the LMS filtering method is affected by the reference signal qual-

ity. Further, we notice that an efficient DP removal requires a high SNRr level (SNRr ≥ 25 dB);

and a low SNRr significantly degrades the suppression performance. To investigate the per-

formance degradation of the LMS suppression method, we present in figure 5.5 the evolution

of the filter weight estimate for three SNRr values. The shown results corresponds to the first

tap weight (corresponds to the direct-path signal), which we set as h0 = 1 in equation (5.1).

Obviously, the SNRr level affects the convergence value of the weight estimate; the lower the

SNRr level, the higher the convergence error. The weight estimation error induces a residual

clutter signal, which reduces the suppression performance.

5.3.3 Impact of the reference signal reconstruction

As presented in chapter 4, PCL radars employing DVB-T signals can benefit form an enhance-

ment of the reference signal quality by reconstructing the received signal. And we have proposed

an optimum reconstruction method which outperforms the conventional approach in terms of

the achieved detection probability. Here, we intend to assess the impact of the reference signal

reconstruction (conventional and optimum methods) on the static clutter suppression employ-

ing an LMS filter. Figure 5.6 presents the evolution of the first tap estimate for two SNRr

scenarios and with three reference signal variants: noisy signal, conventionally reconstructed

signal, and optimally reconstructed signal. Firstly, we notice that the signal reconstruction

(conventional and optimum) clearly reduces the weight estimation error, which is another ad-

vantage of the signal reconstruction approach. Secondly, the optimally reconstructed reference

signal outperforms the conventionally reconstructed signal for the estimation error reduction,
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Figure 5.4: Direct-path signal attenuation as a function of the reference signal quality for
LMS method.
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Figure 5.5: LMS convergence error.
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Figure 5.6: Impact of the reference signal reconstruction on the LMS convergence.

which demonstrates the efficiency of the proposed reconstruction method in the static clutter

suppression enhancement.

We define the normalized mean square error (NMSE) for the lth static clutter component as

follows

NMSE(l) =
E
[

|hl − ĥl|2
]

E [|hl|2]
(5.2)

where hl is the exact weight and ĥl is the estimated one. Figure 5.7 shows the normalized

mean square error of the LMS filter weight estimation as a function of the reference signal

quality. Again, we notice the impact of the reference signal quality on the accuracy of the

clutter weight estimation, and the improvement resulting from the signal reconstruction. In

addition, the optimum reconstruction method is providing the minimal error value compared

to the conventional method.

The reference signal reconstruction provides a less-noisy reference signal, which increases the

correlation between the static clutter components and the reference input. And thus, reduces

the estimation error and improves the suppression capability.

5.3.4 Limitations

The application of the adaptive filtering algorithms for the static clutter suppression can provide

sufficient performances in PCL radars. However, they imply a relatively high computational

load, which increases the system complexity and reduces the real-time operating capability.

Further, the stability issues are often evoked together with the choice of the algorithm step-size.

Furthermore, the previous section demonstrated their sensitivity to the reference signal noise,
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Figure 5.7: Normalized mean square error for LMS filter as a function of the reference signal
noise.

which may result in a significant estimation error. Another limitation is that adaptive filters can

only deal with zero-Doppler clutter components, thus, it has no ability to reject low-Doppler

clutter [120] or strong target echoes [22].

5.4 Sequential methods

5.4.1 Principle

As explained in the previous section, the adaptive filtering methods applied for the clutter sup-

pression are sensitive to the reference signal noise, and fail to reject low-Doppler clutter compo-

nents and strong target masking effects. Other methods have been considered in the literature

to deal with this issue; they are called sequential or multistage methods [7, 22, 110, 113, 121]. A

sequential approach for the clutter suppression progressively detects and suppresses the unde-

sired components of the received surveillance signal. It starts by eliminating the zero-Doppler

clutter components. Next, it detects and suppresses the remaining near-zero-Doppler clutter

components. Then, the strong targets are detected and their contribution in the surveillance

signal is suppressed, which enables the detection of low magnitude targets. The sequential

methods are executed for many iterations until a stopping criterion is reached.

The most popular sequential methods applied for clutter suppression in PCL radars are the

CLEAN algorithm [7, 110, 121] and the extensive cancellation algorithm (ECA) [22, 113]. The
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CLEAN algorithm acts by detecting the dominant component of the surveillance signal, gener-

ating replicas corresponding to the detected component, and subtracting it from the surveillance

signal. This operation is repeated until a sufficient cleaning is achieved. The ECA algorithm is

performed by projecting the surveillance signal in a subspace orthogonal to the clutter.

In this section, we consider the extensive cancellation algorithm and we assess its sensitivity

to the reference signal noise. And we illustrate the resulting improvement from the reference

signal reconstruction.

5.4.2 Extensive cancellation algorithm (ECA)

The extensive cancellation algorithm is based on the signal space projection technique [122].

It employs the least square approach to minimize the difference between the estimated clutter

signal and the received surveillance signal [22], which is expressed as follows

min
ψ

{‖xs −Aψ‖}, (5.3)

where xs is the surveillance signal of size N × 1, and A is the matrix given by

A = B [Λ−pSr, . . . ,Λ−1Sr,Sr,Λ1Sr, . . . ,ΛpSr] , (5.4)

where B is an incidence matrix which selects the last N rows of the following matrix, Λp is a

diagonal matrix applying the phase shift corresponding to the pth Doppler value, and the matrix

Sr is formed as follows

Sr =
[

xr,Dxr,D
2xr, . . . ,D

Kr−1xr

]

, (5.5)

where xr is the received reference signal of size N × 1, the matrix D is a matrix that applies a

delay of a single sample, and Kr is the number of the considered range bins. Note that the size

of the matrix A depends on the number of the signal samples, the number of range bins, and

the number of Doppler frequencies to be rejected (2p + 1).

The LS solution of the minimization problem is (5.3) is given by

ψ̂ =
(

AHA
)−1

AHxs, (5.6)

and the filtered surveillance signal is retrieved as follows

xECA = xs −Aψ̂. (5.7)
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Here, we intend to assess the sensitivity of the ECA clutter rejection method to the reference

signal noise. In order to do so, we consider the direct-path attenuation level as a metric. The

retrievals can be generalized on the rest of the clutter components since they are just delayed,

shifted, and attenuated copies of the direct-path signal.

Figure 5.8 presents zero-range cut of the range-Doppler diagram for ECA filtered signals for

different SNRr values. We notice that the notch depth around the zero frequency axis, which

reflects the suppression efficiency, depends on the reference signal quality; the lower the SNRr

value, the worst the DP attenuation. For a clearer insight about the ECA sensitivity to the

reference signal noise, we calculate the direct-path attenuation level as a function of SNRr; the

results are presented in figure 5.9. Again, we notice that an efficient ECA operation requires a

clean reference signal, which illustrates the ECA sensitivity towards the reference signal noise.
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Figure 5.8: Impact of the reference signal noise on the ECA static clutter suppression.

To evaluate the impact of the reference signal reconstruction on the ECA suppression perfor-

mance, we evaluate the NMSE of the estimate of the DP weight h0 as a function of the SNRr.

Three reference signal variants are compared: noisy signal, conventionally reconstructed signal,

and optimally reconstructed one. Figure 5.10 presents the resulting NMSE values. We notice

that both conventional and optimum signal reconstruction methods improve the estimation of

the clutter weights. However, the optimum reconstruction method provides better performance

for SNRr < 25 dB scenarios. For SNRr > 25 dB, both reconstruction methods provide the same

performance since the signal is perfectly reconstructed (the QAM estimation error is negligible).

Hence, we showed that the optimum reference signal reconstruction improves the static clutter

suppression better that the conventional reconstruction. This is due to the optimum control of
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Figure 5.9: Direct-path signal suppression through ECA as a function of the reference signal
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the data signal contribution, while the conventional method includes the entire estimated data

signal which may form a noise source and reduces the correlation with the clutter components.

5.4.3 Limitations

Despite the suppression efficiency of the sequential methods, the induced computation load

is high particularly the matrix inversion stage (see equation 5.6). For example, the nominal

coherent processing interval is TCPI = 0.1 s for the DVB-T based passive radars, which is

equivalent to about N = 106 samples. Thus, the inversion of an N × N matrix is required to

perform the ECA. Obviously, the inversion of an N × N matrix is computationally intensive,

and even with the improved version ECA-B [22] where the signal is divided into batches, the

calculation load remains relatively high. Consequently, its application for real-time systems can

be very challenging.

Both adaptive and sequential methods require enormous calculation resources, which rises the

system cost and increases its complexity. In addition, when applied on DVB-T based PCL

radars, these clutter suppression methods do not exploit the DVB-T signal characteristics.

Exploiting the DVB-T signal structure may reduce the computation cost of the static clutter

suppression, and provides better performances.

5.5 Static clutter suppression in the frequency domain

5.5.1 Principle

The DVB-T signal structure has allowed specific processing methods to enhance the reference

signal quality. Similarly, several static clutter suppression methods have exploited the DVB-T

signal structure. In this section, we consider two methods: the extensive cancellation algorithm

by carriers (ECA-C) [53, 120] and the channel estimation method [54, 55]. These methods

perform the static clutter suppression in the frequency domain. In order to do so, they require

an estimate of the transmitted symbols and the frequency-domain components of the surveillance

signal. The transmitted symbol estimates, c̃, are obtained by demodulating the reference signal.

We assume that the surveillance signal, xs(n), is time and frequency synchronized. Hence, its

frequency-domain component for the ith DVB-T symbol and the kth subcarrier can be expressed

as follows

X̃s(i, k) = H(i, k) ci,k + Xt(i, k) + W (i, k), (5.8)
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where Xt(i, k) is the target echo contribution and W is the FFT of the noise w(n). If we assume

that the propagation channel is invariant during the coherent processing interval, we can write

X̃s(i, k) = H(k) ci,k + Xt(i, k) + W (i, k). (5.9)

5.5.1.1 Extensive cancellation algorithm by carriers (ECA-C)

The ECA-C algorithm [53] is an optimization of the original ECA algorithm [22, 113] applied

for clutter suppression in PCL radars employing OFDM waveforms such as DVB-T and DAB.

The ECA-C offers a reduced computational load compared to the ECA; it performs the clutter

suppression in the frequency domain and operates carrier by carrier. The ECA-C algorithm

follows the same steps as the ECA, however, it replaces the time-domain reference signal xr by

the estimated symbols c̃, and replaces the time-domain surveillance signal xs by the symbols

X̃s(i, k). The filtered symbols are modulated to retrieve the time-domain clutter-free signal.

Since the ECA-C algorithm is exclusively effective for zero-Doppler clutter suppression, an

improved version is proposed in [120] which enables the suppression of the low-Doppler clutter.

This method is named enhanced cancellation algorithm by carrier and Doppler shift (ECA-CD).

Although, the ECA-C method could reduce the computational cost of ECA method, the way

of operating carrier by carrier is still time and resource consuming.

5.5.1.2 Channel estimation for static clutter suppression

The second method for the clutter suppression in the frequency domain is based on the estima-

tion of the propagation channel of the surveillance signal [54, 55]. It exploits the possibility of

estimating the propagation channel in DVB-T signals which is originally designed to equalize

received data. The channel estimation is made possible thanks to the pilot subcarriers which are

known at the receiver. The channel estimate, Ĥ, together with the estimates of the transmitted

symbols, c̃, are employed to form a synthetic clutter signal which is subtracted from the received

surveillance signal, X̃s, to obtain a clean signal.

This method is presented in figure 5.11. The propagation channel is estimated by the least

square (LS) method detailed in chapter 3. For the ith DVB-T symbol and the kth subcarrier,

the clutter-free result is obtained as follows

Xfiltered(i, k) = X̃s(i, k) − Ĥ(k) c̃i,k, (5.10)

The time-domain filtered signal, xfiltered(n), is obtained by modulating the resulting symbols

Xfiltered.
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Figure 5.11: Static clutter suppression by channel estimation for DVB-T based PCL radars.

5.5.2 Improved channel estimation

The static clutter suppression employing the propagation channel requires an accurate propa-

gation channel estimation. However, the channel estimation approach in the previous section

induces interpolation errors since the full channel estimate is obtained by interpolating the pilot

subcarrier responses which are spaced by 12 ∆F (∆F is the subcarrier spacing). Consequently,

the channel estimate error will result in residual clutter components. It follows that the reduc-

tion of the interpolation error will enhance the channel estimate accuracy and thus improves the

static clutter suppression. In this section, we propose an improved channel estimation which

reduces the interpolation error.

As was mentioned in chapter 3, the pilot pattern is 4 DVB-T symbol periodic, and each pe-

riod is formed by four overlapping patterns. The interleaving of the four patterns reduces the

interpolation gap from 12 ∆F to 3 ∆F , and thus reduces the interpolation errors. Therefore,

we propose to calculate the averaged channel response for each pilot pattern (to reduce noise

impact), interleave the four resulting channel estimates (to reduce the interpolation error), and

interpolate the obtained channel response to get the full channel estimate.

Figure 5.12 presents the difference between the proposed method for channel estimation and the

conventional LS method employed in [54]. The conventional LS method for channel estimation is

executed symbol by symbol. For each DVB-T symbol, an estimate of the channel response at the

pilot subcarriers is calculated and the full channel estimate is obtained by interpolation (linear

interpolation in the figure). The average of the obtained channel estimates provides the final

result. In contrast, the proposed method performs the interpolation after interleaving the four

consecutive responses of the pilot patterns, which reduces the interpolation errors. Figure 5.13

presents a slice of the propagation channel and its estimate employing the conventional LS

method and the estimate with the proposed method. Clearly, the proposed method provides

better estimation accuracy of the propagation channel.



Chapter 5. Static clutter suppression methods 86

x

x

x x

x

x x

x

x x

x

x

x

x

Exact channelPilot estimate Interpolated response

Symbol 1

Symbol 2

Symbol 3

Symbol 4

(a) Conventional LS estimation.

x

x

x x

x

x x

x

x x

x

x

x

x

x

x

x

x x

x

x

xx

xx

x

x xInterpolation of 

the 4 patterns

Symbol 1

Symbol 2

Symbol 3

Symbol 4

(b) Proposed LS estimation.

Figure 5.12: Propagation channel estimation for clutter suppression.
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Figure 5.13: Comparison of the channel estimation accuracy between the conventional LS
and the proposed LS.

In figure 5.14, we present the normalized mean square error (NMSE) of the channel estimation

methods as a function of the clutter-to-noise ratio (CNR). We notice that the proposed method

for channel estimation achieves lower NMSE than the method in [54]. This will result in a better

estimation of the clutter signal and thus, an efficient static clutter suppression.

5.5.3 Comparison

To compare the studied methods for the clutter suppression, we propose to compare the direct-

path attenuation level for the following methods: LMS filtering, ECA-C method, conventional

channel estimate, and the improved channel estimate. The same reference signal quality (SNRr)

has been employed for all of the methods. Figure 5.15 presents a zero-range cut comparison of

the cited methods. We notice that the residual DP for the LMS method is significant even after

reference signal reconstruction. The LS channel method outperforms the LMS approach, and

the improved channel estimation method provides approximately the same performance as the

ECA-C.
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Figure 5.15: Comparison of the static clutter suppression (SCS) methods for direct-path
attenuation.
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To evaluate the impact of the studied static clutter suppression methods on real-data, we con-

sider one measured data set of length 0.1 s where the target has a bistatic range of 2.6 km and a

Doppler shift of −280 Hz. Figure 5.16 present the range-Doppler results for different processing

methods. Figure 5.16a presents the resulting range-Doppler diagram for a non-filtered surveil-

lance signal. We notice that the direct-path signal and the static clutter dominate the resulting

diagram, which induced a high noise-floor level that masks the target echo. In figures 5.16b

and 5.16c, the LMS and the conventional channel estimation [54] static clutter suppression

methods were applied, respectively. The results clearly show the target position since the static

clutter was significantly suppressed which resulted in a noise-floor reduction. Nevertheless, a

residual static clutter can be noticed around the zero-Doppler axis, which is due to the limited

performances of the two methods. Figures 5.16d and 5.16e present the results for the ECA-C

approach and the the improved channel estimation approach, respectively. We remark that

both methods performed an efficient static clutter suppression compared to the previous two

methods, and that the results are approximately similar (the same remark as in figure 5.15).

It follows that the static clutter suppression methods in the frequency domain provide satisfac-

tory results. In addition, these methods are less sensitive to the reference signal noise since they

exploit the knowledge of the pilot subcarriers. Although the ECA-C method and the proposed

method (based on an improved channel estimation) provide similar performances, the proposed

method has a lower complexity since no matrix inversion operations are required. In fact, the

prior knowledge about the pilot subcarriers gives an important advantage to channel estimation

based method, which allows an accurate clutter estimation and suppression.

5.6 Conclusion

In this chapter, we provided an overview of the static clutter suppression methods for PCL

radars. We showed that the presence of the static clutter in the surveillance signal reduces

the dynamic range, increases the detector noise-floor level, and masks low-Doppler echoes by

its sidelobes. To cope with these issues, many suppression methods have been proposed; we

assessed the impact of the reference signal quality on those methods.

We found that the adaptive and sequential methods for static clutter suppression are remarkably

sensitive to the reference signal noise, and that the reference signal reconstruction increases

their efficiency. In addition, the performance improvement due to the optimum reconstruction

outperforms the improvement due to the conventional one.

The frequency-domain clutter suppression methods exploit the DVB-T signal structure to reduce

the inherent computation load, and to avoid the performance degradation due to the reference
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(a) No static clutter suppression.

(b) LMS method. (c) Conventional channel estimation method.

(d) ECA-C method. (e) Improved channel estimation method.

Figure 5.16: Comparison of the static clutter suppression methods applied on a real-data set
of length 0.1 s and a target located at (2.6 km, −280 Hz).
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signal noise. The proposed enhancement of the propagation channel leads to an efficient static

clutter suppression with lower computation load.

As a result, we suggest to optimally reconstruct the reference signal to enhance the static clutter

suppression if the adaptive or the sequential methods are employed. Otherwise, the use of the

proposed channel estimate method is the most recommended due to its simple implementation

and high performance.
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DVB-T PCL radars with a

single-receiver

6.1 Introduction

As stated earlier, the DVB-T signal structure allows the reconstruction of the received reference

signal to improve its signal-to-noise ratio. This reconstruction can be performed even for low

SNR values thanks to the proposed optimum method in chapter 4. We showed also that the

direct-path signal in the surveillance signal forms the most important part of the signal. Hence,

one can exploit the DP signal to generate a synthetic reference signal, and thus a second receiver

(dedicated to the reference signal) is unnecessary. Such approach is denoted single receiver PCL

radar [123–125]. This approach simplifies the radar architecture and reduces its cost.

In the single receiver configuration, the direct-path signal is assumed to be significantly larger

than the rest of the multipath components including the signals from other transmitters operat-

ing at the same frequency (SFN). This assumption will enable an accurate time and frequency

synchronization of the received signal. The synchronized signal is then exploited to extract two

signals: reference signal and target signal.

In this chapter, we consider a single receiver DVB-T PCL radar and we use an optimized

processing scheme. It involves the optimum reference signal reconstruction, and the improved

channel estimation which were presented earlier. As shown in chapter 4, the optimum recon-

struction extends the feasibility of the reference signal reconstruction, which can be a required

performance for the single receiver PCL radar. In addition, the improved channel estimation

enhances symbol equalization and thus the quality of the reconstructed reference signal, what

91
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leads to an improved static clutter suppression. Monte-Carlo simulations will be used to assess

the feasibility of this approach, and real-data results will be employed to illustrate its efficiency.

Section 6.2 presents the model of the received signal and defines the assumptions about its

quality. In section 6.3, the proposed signal processing scheme is detailed. Section 6.4 assesses the

performance of the proposed signal processing scheme by using simulation results. In section 6.5,

real-data sets are employed to illustrate the efficiency of the proposed processing.

6.2 Signal model

Figure 6.1 illustrates the components of the received signal for a single receiver PCL radar.

The received signal is the sum of a direct-path signal, static clutter components resulting from

the reflections by the static scatterers in the surveillance area, a possible target echo, and the

receiver thermal noise. We consider the following model for the received signal

x(n) =
L−1
∑

l=0

hls(n− κl) + αs(n− κ)ej2πfdn + v(n) (6.1)

where L is the number of the considered static scatterers with reflection coefficients hl. The

target return is characterized by a time-delay of κ, a Doppler-shift of fd, and a reflection

coefficient α. The term v(n) includes the receiver thermal noise and the interference source

contributions, which is modeled as a Gaussian noise with zero mean and variance σ2
v . We

assume that the clutter parameters (hl) and the target echo parameters (α, fd, and κ) are

invariant during the coherent processing interval. The coefficient h0 refers to the direct-path

signal component, hence we define the direct-path-to-noise ratio (DNR) as

DNR = |h0|2σ2
s/σ

2
v , (6.2)

where σ2
s is the variance of the transmitted signal. Similarly, the target signal-to-noise ratio

(SNR) is defined as follows

SNR = |α|2σ2
s/σ

2
v . (6.3)

6.3 Signal processing scheme

As previously stated, the direct-path signal constitutes the main component of the received

signal; it is assumed to be received via the antenna sidelobes. The antenna main lobe is directed

towards the surveillance zone. Since the detection requires two signals (a reference signal and a
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Figure 6.1: Received signal model for the single receiver radar.

surveillance signal), the signal processing intends to extract these two signals from the received

signal.

Figure 6.2 presents the proposed signal processing scheme. The signal conditioning stage in-

cludes time and frequency synchronization operations for the received signal x(n) and the FFT

transformation of the synchronized signal. The resulting frequency-domain symbols X̃ are first

exploited to estimate the propagation channel. The equalization of the symbols X̃ is performed

using the channel estimate Ĥ. The equalized symbols, X̌, are detected to provide an estimate

of the transmitted symbols. The detected symbols c̃ are optimally filtered according to the

DNR value, which results in ĉ. The optimally filtered symbols are modulated to provide a

synthetic reference signal ŝ(n). Together with the propagation channel estimate (Ĥ), the opti-

mally filtered symbols (ĉ) are employed to obtain an estimation of the static clutter signal. The

frequency-domain target return is obtained by subtracting the static-clutter components from

the frequency-domain symbols. The reminder of this section details the processing scheme of

the received signal.

~c

Figure 6.2: Processing scheme for reference signal recovery and static clutter suppression for
single receiver PCL radar.

6.3.1 Signal conditioning

As presented earlier, the DVB-T signal demodulation is structure based, which requires an

accurate synchronization to localize the beginning of each DVB-T symbol. In addition, the
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compensation of the carrier frequency offset (CFO) is needed to maintain the subcarrier orthog-

onality. The synchronization process applied for the single receiver PCL radar is identical to

that presented in chapter 3. By considering that the direct-path signal as the dominant com-

ponent of the received signal, the guard interval correlation is employed to define the DVB-T

symbol blocks [66]. The CFO estimation is performed in two steps: the first one employs the

guard interval correlation to estimate the fractional part of the CFO [66], and the second step

uses the pilot subcarriers to estimate the integer part of the CFO [74]. The compensation of

the CFO maintains the subcarrier orthogonality and thus reduces the QAM symbol detection

error.

The synchronized received signal is divided into blocks of DVB-T symbol size. Next, the guard

interval is removed from each DVB-T symbol. Then, the useful parts of the DVB-T symbols

are Fourier-transformed, which provides the following result for each subcarrier

X̃(i, k) = H(k)ci,k + Xt(i, k) + V (i, k), (6.4)

where Xt is the target contribution and V is the the FFT transformation of v(n).

6.3.2 Propagation channel estimation

In the classical architecture of bistatic PCL radars, the reference antenna is highly directive and

it is steered towards the transmitter location. Consequently, the contribution of multipath and

other transmitters in the received reference signal can be neglected. In contrast, for the single

receiver architecture, the employed antenna is not directed towards the transmitter to avoid the

receiver saturation, and the direct-path signal is received by the antenna sidelobes. Therefore,

the received signal will involve significant contributions from other transmitters operating in

SFN mode and from static scatterers. Hence, an accurate propagation channel is required for

the equalization of the frequency-domain symbols X̃(i, k).

We adopt the channel estimation method proposed in chapter 5. The channel estimate (Ĥ) is

firstly used to equalize the frequency-domain symbols X̃(i, k) as follows

X̌(i, k) = X̃(i, k)/Ĥ(k), (6.5)

where X̌(i, k) are the equalized symbol.
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6.3.3 Reference signal recovery

The detection of the equalized symbols, X̌(i, k), provides an estimation of the transmitted

symbols which we note c̃. An estimate of the direct-path signal can be retrieved by directly

modulating the detected QAM symbols c̃ (conventional reconstruction), or through the optimum

reconstruction method presented in chapter 4. Since the direct-path signal is received by the

antenna sidelobes, the expected DNR is likely to be low. As a result, the symbol detection error

can be significant. Thus, we adopt the optimum reference signal reconstruction to retrieve an

estimate of the direct-path signal, which extends the possibility of the reference signal extraction

for low DNR levels.

The estimated signal is formed by the optimally weighted symbols ĉ which are calculated follow-

ing the equation (4.43). The optimum filter weight for the data symbols is calculated according

to the DNR value. We note ŝ(n) the time-domain estimate of the transmitted signal, which is

obtained by modulating the symbols ĉ.

6.3.4 Static clutter suppression

The static clutter suppression is performed in the frequency domain by exploiting the estimates

of transmitted symbols (ĉ) and the propagation channel estimate Ĥ. As explained in chapter 5,

the estimation of the static clutter can be obtained by multiplying the propagation channel

estimate Ĥ and the filtered symbols ĉ. Then, a subtraction of the static clutter estimate from

the symbols X̃ leads to the clutter-free signal. Hence, we can write

Xfiltered(i, k) = X̃(i, k) − Ĥ(k)ĉ(i, k). (6.6)

The time-domain filtered signal xfiltered(n) is obtained by modulating the resulting symbols

Xfiltered. Thus, the range-Doppler diagram is obtained by cross-correlating the synthetic refer-

ence signal ŝ(n) and the filtered signal xfiltered(n).

6.4 Performance evaluation: simulation results

In this section, we assess the performances of the proposed signal processing scheme by em-

ploying simulated data. In order to do so, three aspects will be evaluated: the static clutter

suppression capability, the reference signal extraction efficiency, and the achieved detection

probability. In the reminder of this chapter, we refer to the signal processing method that uses

the conventional reference reconstruction [27, 51] and the static clutter suppression method
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proposed in [54] as the conventional method, which will be compared to the proposed signal

processing scheme (optimum reference signal reconstruction and improved channel estimation).
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Figure 6.3: Cuts of the range-Doppler diagram at zero range for N = 106 and DNR = 20 dB.

Firstly, we compare the static clutter suppression capability of both methods. To do so, we

consider the direct-path attenuation level as a metric [22]. Figure 6.3 presents cuts of the

range-Doppler diagram at zero range for DNR = 20 dB and a coherent processing interval of

length N = 106. We remark that the conventional method achieved a direct-path attenuation

of about 20 dB, and that the proposed method achieved a full suppression of the direct-path

signal. Clearly, the proposed method for static clutter suppression outperforms the conventional

one due to the more accurate propagation channel estimation, which will permit the detection

of low-magnitude slow-target echoes.

Secondly, we assess the efficiency of the reference signal extraction. Two aspects can be employed

for this assessment: the coherent integration gain and the noise-floor level in the resulting

range-Doppler diagrams [9]. Figure 6.4 shows a cut of the range-Doppler diagram at the target

range for DNR = 20 dB and N = 106. The considered propagation channel includes many

static scatterers and several transmitters in the SFN mode. The target echo is characterized

by a Doppler shift of fd = 200 Hz and a signal-to-noise ratio of SNR = −30 dB. For the

noise-floor level, we notice that the proposed method provides a lower level compared to the

conventional method. In addition, the proposed method achieves a better coherent integration

gain. Actually, even for high DNR levels, the accuracy of the channel estimation affects the

equalization of the received symbols X̃, and thus influences the quality of the generated reference

signal. Therefore, the reference signal acquired through the conventional channel estimation
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Figure 6.4: Cut of the range-Doppler diagram at the target range for N = 106,
DNR = 20 dB, fd = 200 Hz, and SNR = −30 dB.

will yield a higher noise-floor level and a deterioration of the coherent integration gain, which

degrades the detection probability.
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Figure 6.5: Monte-Carlo results for the detection probability for two DNR values with
N = 105 and PFA = 10−3.

To obtain a clearer understanding about the performance of the proposed method for signal

processing, we calculate the detection probability as a function of DNR and SNR values. Fig-

ure 6.5 presents the detection probability values obtained by Monte-Carlo simulations as a

function of the target signal-to-noise ratio (SNR) for two DNR values. The proposed method
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and the conventional one are compared. We set the false-alarm probability at PFA = 10−3 and

the length of the coherent processing interval at N = 105. Firstly, we remark that the DNR

level influences the detection probability since it controls the quality of the generated reference

signal. Thus, a high DNR level yields a more accurate reference signal estimation, which im-

proves the detection probability. Secondly, we remark that the proposed method outperforms

the conventional method for both DNR values. However, for DNR = 10 dB, the advantage of

the proposed method is reduced.

The superiority of the proposed method results from two factors: the accurate propagation

channel estimation and the optimum reference signal reconstruction. The accurate channel

estimation permits an accurate demodulation of the direct-path signal, and an efficient static

clutter suppression. And the optimum reference signal reconstruction reduces the mismatch

between the reconstructed signal and the exact one, which decreases the noise-floor level and

thus increases the detection probability.

6.5 Performance evaluation: real-data

6.5.1 Measurement campaign set-up

The measurement campaigns were performed in Brussels at the Royal Military Academy (RMA).

We considered the DVB-T transmitter located on the top of the Finance Tower (2.2 km from

the receiver) as the illuminator of opportunity. The nearby Zaventem airport (BRU), located at

10 km from the receiver, provides the opportunity of having low-altitude targets during landing

and taking off maneuvers. Table 6.1 summarizes the principle parameters of the measurement

campaigns.

Carrier frequency 482 MHz

DVB-T mode 8k-mode

Guard interval (GI) 1/4

Transmitter radiated power 10 kW

Antenna gain 11 dBi

Transmitter-receiver distance 2.5 km

Coherent processing interval 0.1 s

Table 6.1: Parameters of the measurement campaigns.

Figure 6.6 presents the set-up employed for the measurement campaigns. It includes a Yagi

antenna (MXR0012) originally dedicated to the domestic reception of the DVB-T, a USRP

B100 device, and a computer running GNU radio. The recorded data are then processed with

Matlab.



Chapter 6. DVB-T PCL radars with a single-receiver 99

The antenna was vertically polarized since the exploited transmitter has a vertical polarization.

In addition, the antenna main lobe is directed towards Zaventem airport, which maximizes the

target echo magnitude (landing and taking off airplanes) and prevents the receiver saturation

since the transmitter is located in the opposite direction.

USRP B100

Figure 6.6: Measurement campaign set-up with a Yagi antenna and a USRP B100 board.

Figure 6.7 presents a USRP (Universal Software Radio Peripheral) B100 device. A sampling

frequency of 8 MHz, and a resolution of 12 bits for the analog-to-digital converter (ADC) have

been selected.

The software GNU radio supports the USRP technology, and enables many signal processing

tasks for the design of the software defined radio applications. Figure 6.8 shows the employed

blocks for storing the received signals. The first block corresponds to the parameters of the

USRP device such as the sampling frequency, the bandwidth, and the gain. The second block

precises the parameters of the stored data such as the ADC resolution (12 bits) and the saving

path.
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Figure 6.7: USRP B100.

Figure 6.8: GnuRadio interface.

6.5.2 Automatic Dependent Surveillance-Broadcast

Automatic dependent surveillance-broadcast (ADS-B) is a surveillance and tracking technology

where the aircraft regularly broadcasts its position, speed, heading angle, and other parameters.

These information can be received by air traffic control stations and other aircrafts [126]. The

most popular ADS-B data link standard is the 1090 MHz Extended Squitter (1090ES) [127].

The 1090ES employs a frequency of 1090 MHz for the transmission which starts with a preamble

for synchronization followed by the data block with a pulse position modulation (PPM). The

ADS-B technology enhances the air traffic surveillance by providing accurate information about

the state of the aircrafts, which facilitates the air traffic management.

Besides air traffic control stations and aircrafts, a wide community is interested on ADS-B

signals. The community members receive the ADS-B signals and share them to form a worldwide

aircraft tracking databases. The ADS-B signal reception can be performed by inexpensive

software-defined radio (SDR) devices and a free software for the signal decoding. Figure 6.9
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Figure 6.9: RTL2832U dongle for DVB-T/DAB/FM signal reception.

presents an RTL2832U dongle for DVB-T/DAB/FM signal reception. This receiver has been

widely used for SDR applications such as ADS-B signal reception and recording.

Figure 6.10: Decoding of the received ADS-B data.

Figure 6.10 presents the decoded ADS-B signal. The results involve the flight ID, the aircraft

position (altitude, latitude, longitude), and its speed. The recorded data can be presented in

the bistatic plane (bistatic range and bistatic Doppler shift) as presented in figure 6.11. To

retrieve the bistatic coordinates, the transmitter and receiver positions are required. Having

the exact position of the aircraft provides a ground truth information, which can be compared

to the detected track to assess the radar performances or to execute a calibration if needed

[6, 128–131].

6.5.3 Comparison results

Figures 6.12 and 6.13 present the sum of range-Doppler diagrams obtained from a recorded

data set of 10 s duration. The received signal is divided into frames of 0.1 s duration, and

the processing proposed in section 6.3 is applied on each frame. The resulting range-Doppler
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Figure 6.11: Recorded air traffic with ADS-B receiver presented in the bistatic plane.

diagrams are summed (in amplitude) to provide the full track of the airplane. The employed

data involve echoes from an airplane during the taking off maneuver. Its bistatic range varies

from 2 km to 4 km, and its Doppler shift evolves from 0 Hz to −350 Hz. The estimated level of

the direct-path signal is about DNR = 18 dB; it follows that the optimum weight (1−Pe) tends

to 1. Thus, the improvement due to the optimum reconstruction are insignificant for this data

set. Therefore, the obtained results will emphasis only the impact of the propagation channel

accuracy.

Figure 6.12: Real-data results for the conventional method applied in the single receiver
architecture.
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Figure 6.13: Real-data results for the proposed method applied in the single receiver
architecture.

Figures 6.12 presents the results for the conventional method. We notice that the airplane

track is not clear, the noise-floor level is relatively high, and the static clutter suppression is

inefficient. The conventional channel estimation method provides a channel estimate affected

by the interpolation errors, which from one side affects the QAM detection accuracy and thus

the reference signal reconstruction, and from the other side fails to suppress the static clutter.

The inaccuracy of reference signal estimation leads to a mismatch with the exact signal, which

degrades the coherent processing gain and increases the noise-floor level.

For the results of the proposed method (figure 6.13), the airplane track is clear with a lower

noise-floor level and a more efficient static clutter suppression than the conventional method.

This illustrates the impact of the proposed channel estimation method that provides an accurate

channel estimate, which allows a precise coded symbol detection and hence, an accurate reference

signal estimation and an efficient static clutter suppression. In figure 6.12, the clutter around

−220 Hz corresponds to ambiguities caused by the pilot signal patterns, which are suppressed

by the static clutter removal in figure 6.13.

6.5.4 Performance results

6.5.4.1 Exploiting one DVB-T transmitter

Many measurement campaigns have been performed employing the set-up in figure 6.6. We

exploited an approximate DVB-T transmitter located on top of the Finance Tower in Brussels

(D = 2.2 km). The receiver was at the Royal Military Academy, and since the Brussels airport
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(a) (b)

(c) (d)

Figure 6.14: Range-Doppler diagrams for real-data sets with ADS-B validation (red circles).

is nearby, we could detect airplanes during the taking off maneuver. In parallel with DVB-T

signal recording for radar detection, we recorded ADS-B data to form a ground truth for the

results.

Figure 6.14 presents four airplane tracks. The tracks are obtained by summing the detection

results along many data sets of length TCPI = 0.1 s. In addition, the figures involve ADS-B

data transformed to the bistatic plane. Firstly, we notice that the results by the radar detection

match with those obtained via ADS-B data, which proves that the detected echoes correspond

to the airplanes. Secondly, we remark that the static clutter is almost mitigated, which allowed

the detection of the airplanes. Finally, we notice that all the detected tracks have the same

path pattern which is due to the fixed orientation of the antenna.

6.5.4.2 Exploiting two DVB-T transmitters

Using the same set-up as in figure 6.6, we were able to detect airplanes exploiting two DVB-T

transmitters: the transmitter at the Finance Tower (Tx1) and the one at Veltem (Tx2). The
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second transmitter is located at D = 16 km. Figure 6.15 presents two tracks for the same

airplane seen by the two transmitters. ADS-B tracks are added to validate the detected tracks.

The airplane echo illuminated by Tx1 is at a bistatic range of Rb1 = 6 km, and the resulting

bistatic range from Tx2 is Rb2 = 19 km. The clutter at the bistatic range Rb = 14 km is due to

the residual direct-path signal of Tx2.

Figure 6.15: Detected airplane track according to two DVB-T transmitters with ADS-B
validation: Finance Tower transmitter (red circles) and Veltem transmitter (blue circles).

As explained in chapter 2, the measured bistatic range defines an isorange contour. Figure 6.16

presents two isorange contours plotted considering the two bistatic ranges Rb1 and Rb2. The

intersections of the two isorange contours provide candidates for the exact coordinates of the

airplane. In this figure, the exact position was known thanks to ADS-B data, otherwise, a third

transmitter would be necessary to precisely locate the target. These results can be exploited

for a study about multistatic PCL radars based on DVB-T signals.

6.6 Conclusion

In this chapter, we studied the feasibility of the single receiver based PCL radar employing

DVB-T signals as an illumination source. This approach is made feasible due to the structure

of the DVB-T signal. In the processing scheme, we have included the optimum reconstruction

method from chapter 4, and the improved channel estimation from chapter 5; the results were
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Rx
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2km

Figure 6.16: Two bistatic isorange contours based on two bistatic measurements with Tx1 at
the Finance Tower, Tx2 at Veltem, and the receiver Rx at the RMA.

satisfactory. The improved channel estimation improves both the reference signal quality and

the static clutter suppression.

This approach can significantly reduce the radar cost by involving a single receiver. An appli-

cation example of the single receiver architecture can be a multiband PCL radar, where many

transmitters of opportunity (with different frequencies) are employed to perform an accurate

target localization. In this case, instead of employing two receivers per transmitter of opportu-

nity, one receiver per transmitter (or per SFN) is sufficient.



Chapter 7

Conclusions and future work

7.1 Conclusions

The aim of this thesis has been the analysis and the improvement of the DVB-T PCL radar

performance for a noisy reference signal and a surveillance signal involving static clutter. We

assessed the impact of the reference signal noise on the detection probability, and we presented

solutions to enhance its quality. In addition, we presented the effect of the static clutter and

its removal techniques. And we verified the feasibility of a single receiver PCL radar based on

DVB-T signals.

The noise in the reference signal increases the noise-floor level of the detection filter output,

which degrades the detection probability. The possibility of demodulating the DVB-T signals

is exploited to reconstruct the received reference signal. We assessed the conventional recon-

struction method by analyzing the test statistics and calculating a closed-from expression for

the detection probability. For an SNR that enables an accurate detection of the QAM symbols,

the conventional reconstruction significantly improves the detection probability. However, for

low SNR values, the QAM symbols are detected with an important error.

The reconstructed signal based on wrongly estimated symbols exhibits a mismatch with the

exact one, which reduces the coherent processing gain and increases the noise-floor level of

the detector. For low SNR values, we proposed to use a locally generated pilot signal for the

detection. This method outperforms the conventional reconstruction when the symbol detection

error is important. To reduce the reconstruction mismatch, we designed an optimum filter that

minimizes the mean square error between the reconstructed signal and the exact one. The

optimum reconstruction outperforms the conventional one, and it extends the feasibility of the

signal reconstruction for low SNR values.

107
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The presence of the static clutter in the surveillance signal reduces the detector dynamic range

and masks low-Doppler echoes; thus, a static clutter suppression is required. We provided a

review of the existing methods of static clutter suppression, and we evaluated their sensitivity

to reference signal noise. In addition, we improved the efficiency of the filtering employing the

propagation channel estimate. The resulting method is easy to implement, provides satisfactory

results, and is less sensitive to the reference signal noise.

The feasibility of a single receiver PCL radar is verified. Both the proposed methods are included

in the processing scheme, which noticeably increases the performances of this architecture. And

by using real-data results, we illustrated the efficiency of the proposed methods compared to

the conventional ones.

This thesis provides a deep understanding about the possibilities of exploiting the DVB-T signal

structure to improve the resulting performances for PCL radars. This known structure has

allowed the possibility of increasing the reference signal quality, and has permitted to efficiently

suppress the static clutter from the surveillance signal.

7.2 Future work

7.2.1 Improving the proposed static clutter suppression method

The proposed method for the static clutter suppression operates in the frequency domain, and

only the LS channel estimate has been employed. An improvement of the suppression can be

retrieved by employing MMSE and SVD methods. The channel correlation matrix can be esti-

mated using the channel estimate at pilot subcarriers obtained by the proposed method, which

will improve MMSE and SVD methods. Another improvement can be achieved by designing

a multistage version of the proposed method, which can suppress not only the zero-Doppler

clutter but also low-Doppler clutter and strong target echoes.

7.2.2 Multistatic PCL radar

As previously stated, using one transmitter-receiver pair provides the bistatic range of the target,

which defines an isorange contour. This result is insufficient to precisely locate the target. Thus,

a multistatic architecture is required to obtain the target coordinates. The intersection of many

isorange contours (obtained by exploiting different transmitter-receiver pairs) yields the target

coordinates.
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In chapter 6, we showed that it is possible to exploit two transmitters with a single receiver

architecture. A similar set-up can be used to exploit two other transmitters operating in SFN

mode with a frequency fT = 754 Hz. The first one is located also at the Finance Tower and the

second one at Wavre with D = 18 km. Consequently, Four transmitters will be exploited and

thus the target coordinates can be determined.

7.2.3 Exploiting other illumination sources

As mentioned in chapter 1, many broadcasting sources can be exploited as illuminators of

opportunity. Using several illumination sources will improve the PCL system performances by

exploiting the advantages of each source. The DVB-T signals can be exploited for medium-

range surveillance applications since the radiated power does not allow the detection of distant

targets. However, FM signals can achieve a long-range detection due to the high radiated power.

Therefore, a PCL radar that uses simultaneously DVB-T and FM signals can take advantage

of the range-resolution of the DVB-T signals and the long coverage due to the FM signals.
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