
Optimum reference signal reconstruction for DVB-T

based passive radars

Osama Mahfoudia∗†, François Horlin† and Xavier Neyt ∗

Email: osama.mahfoudia@rma.ac.be francois.horlin@ulb.ac.be xavier.neyt@rma.ac.be
∗ Dept. CISS, Royal Military Academy, Brussels, Belgium
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Abstract—The present work investigates the optimum recon-
struction of the reference signal for passive coherent location
(PCL) radars exploiting Digital Video Broadcasting-Terrestrial
(DVB-T) signals. Reference signal reconstruction is widely used
to improve the signal-to-noise ratio (SNR) in the reference signal
for DVB-T based PCL radars. Reference signal reconstruction
is limited since for low SNR values, the signal demodulation
is not sufficiently accurate which leads to a mismatch between
the reconstructed signal and the transmitted one. In this work,
we propose an optimum reconstruction strategy that includes
an optimum estimation of the detected quadrature amplitude
modulation (QAM) symbols, specific for radar applications. To
verify the proposed detection strategy, we calculated analytic
models for the optimum filter and the detection statistics. The
analytic models are validated through Monte-Carlo simulations.
The results show that the proposed method outperforms the
conventional reference signal reconstruction scheme in terms of
detection probability.

I. INTRODUCTION

Passive coherent location (PCL) radars employ signals
from non-cooperative transmitters, illuminators of opportunity
(IOs), for target detection and tracking [1], [2]. The major
advantages of the PCL radars are: low cost, interception immu-
nity and ease of deployment. The IOs employed for PCL radar
systems are transmitters for communication or broadcasting.
For example, FM radio broadcast [3], digital audio and video
broadcast (DAB and DVB-T) [4]–[10], and Global System for
Mobile communications (GSM) base stations [11], [12]. The
architecture of PCL radars in the bistatic configuration consists
of two receiving channels: a reference channel (RC) and a
surveillance channel (SC). The RC captures the direct-path
signal from the IO and the SC receives the target echoes and
interferences [13].

The detection in PCL radars can be performed with a cross-
correlation (CC) detector. The CC detector cross-correlates the
surveillance signal and a time-delayed and frequency-shifted
copy of the reference signal [1]. The CC detector imitates the
matched filter (MF) by employing the received reference signal
instead of the exact transmitted signal.

The reference signal is often corrupted by noise which
decreases the coherent integration gain for the CC detector
and thus leads to a degradation of its performance in terms of
detection probability compared to the MF. This issue has been
addressed in [14] where an assessment of the impact of noise
in the reference signal on the detection probability has been
carried out employing theoretical analysis.

The PCL radars that exploit DVB-T signals can benefit
from an enhancement of the reference signal SNR through a
reconstruction of the received reference signal [13], [15], [16].
The reference signal reconstruction is supposed to provide
a noise-free copy of the transmitted signal which increases
the detection performance. In the reconstruction process, the
received reference signal is demodulated and an estimate of the
transmitted quadrature amplitude modulation (QAM) symbols
is calculated via the QAM symbol detection. The noise-free
signal is obtained by modulating the detected QAM symbols.

The correctness of the reconstructed reference signal de-
pends on the QAM detection accuracy. An accurate QAM
detection requires a relatively high SNR. For low SNR values,
the QAM symbol detection error probability is high. Thus, the
reconstructed signal (based on the detected QAM symbols)
presents a mismatch with the transmitted one which leads to
the degradation of the coherent integration gain. Therefore,
the conventional approach of reference signal reconstruction
performance is limited for low SNR scenarios.

The quantitative and theoretical aspects of the reference
signal reconstruction approach are hardly studied in the litera-
ture. In this paper, we consider a DVB-T based PCL radar
in the bistatic configuration. We neglect the effect of the
direct-path and interference on the surveillance signal and we
consider a noisy reference signal. We analyze the impact of
the reference signal reconstruction on the CC detector perfor-
mance and we propose an optimum reconstruction scheme that
includes an optimum filtering of the detected QAM symbols.
In addition, we introduce the use of a locally generated pilot
subcarrier signal as a replacement for the noisy reference
signal. In order to do so, we first present the reference signal
model and the DVB-T signal structure. Then, we describe
the reference signal reconstruction process and we analytically
calculate the optimum filter for the detected QAM symbols.
To verify the proposed strategy, we developed closed-form ex-
pressions for the detection statistics and validated them through
Monte-Carlo (MC) simulations. The results have shown that
the proposed strategy outperforms the conventional reference
signal reconstruction approach.

This paper is organized as follows. Section 2 presents
the received reference signal model and the DVB-T signal
structure. Section 3 introduces the optimum filter design and
calculation. Section 4 presents the detection statistics. In
section 4, we present the numerical results. Section 5 concludes
the paper.



II. SIGNAL MODEL

We consider a bistatic PCL radar exploiting the DVB-T
signals as shown in figure 1 and we adopt the signal model
employed in [14]. The reference signal xr(n) consists of a
direct-path signal and a complex Gaussian thermal noise v(n)
with zero mean and a variance σ2

v , i.e., v(n) ∼ CN (0, σ2
v).

The reference signal can be expressed as

xr(n) = βs(n) + v(n), (1)

with β is a complex scaling parameter and s(n) is the signal
transmitted by the DVB-T broadcaster. The DVB-T signal
follows a complex Gaussian distribution of zero mean and a
variance σ2

s , i.e., s(n) ∼ CN (0, σ2
s) [5].

The DVB-T standard employs the orthogonal frequency
division multiplexing (OFDM) modulation scheme [17]. The
DVB-T signal is structured into symbols and each DVB-T
symbol is formed by K subcarriers. For one DVB-T symbol,
the signal s(n) is generated as follows

s(n) =

K−1
∑

k=0

cke
j2πfk(n), (2)

with K is the number of subcarriers, fk is the frequency of the
kth subcarrier, and ck are the complex-valued QAM symbols.
Or, equivalently

s = F−1c, (3)

with F is the DFT matrix of size K ×K and c is the QAM
symbol vector given by

c = [c0, c1, c2, · · · , cK−1]
T
. (4)

Figure 2 presents the structure of the DVB-T signal. The
subcarriers are divided into three categories: data subcarriers,
transmission parameter signalling (TPS) subcarriers, and pilot
subcarriers. The data subcarriers transport video coded infor-
mation. The TPS subcarriers carry transmission parameters
such as channel coding and modulation type. The pilot sub-
carriers are transmitted at known frequencies and with known
amplitudes, they are employed for signal synchronization and
propagation channel estimation. If we neglect the TPS subcar-
riers, we can write

c =

(

cd
cp

)

, (5)
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Fig. 1: The proposed detection scheme.

Fig. 2: DVB-T signal structure.

where cd and cp are the data subcarrier array and the pilot
subcarrier array, respectively.

The pilot subcarriers are loaded with a pseudo-random
binary sequence (PRBS). Let us call p(n) the time-domain
pilot signal which is the sum of the pilot subcarrier signals.
Based on the central limit theorem (CLT), we can consider
that p(n) follows a complex Gaussian distribution with zero
mean and a variance σ2

p , i.e., p(n) ∼ CN (0, σ2
p). Similarly,

we define the data signal d(n) as the sum of data subcarrier
signals. The data signal can be considered as Gaussian due to
the randomness of the carried data and based on the CLT, i.e.,
d(n) ∼ CN (0, σ2

d). Therefore, we can write

s(n) = d(n) + p(n), (6)

since d(n) and p(n) are statistically independent, we can write

σ2
s = σ2

d + σ2
p, (7)

and the ratio between the data signal and the pilot signal
powers is defined as follows

ρ = σ2
d/σ

2
p, (8)

the parameters σ2
d , σ2

p and ρ are known for a given DVB-T
transmission mode (2k or 8k).

An important parameter of the reference signal is the
signal-to-noise ratio defined as

SNRr = |β|2σ2
s/σ

2
v, (9)

an estimate of SNRr can be calculated as follows [18]

ˆSNRr =
|β̂|2 (1 + ρ)σ2

p

rx − |β̂|2 (1 + ρ)σ2
p

, (10)

where rx is the power of the received signal calculated by

rx = E [xr(n)x
∗
r(n)] , (11)

and β̂ is the estimate of the scaling parameter in equation (1)
which is given by

β̂ = rxp/σ
2
p, (12)

with
rxp = E [xr(n)p

∗(n)] . (13)



III. OPTIMUM FILTER

The received reference signal is time and frequency syn-
chronized for offset compensation. The synchronized signal
is split into DVB-T symbols and the guard interval (GI) is
removed from each symbol. For one DVB-T symbol, the
demodulated signal is obtained by applying the following
transformation

cr = Fxr, (14)

with F is the DFT matrix and xr is the synchronized reference
signal after GI removal.

The QAM symbol detection of cr leads to an estimate of
the transmitted QAM symbols which we note ĉ. The accuracy
of data symbol detection depends on the SNRr, however, the
pilot symbols can be generated locally since the PRBS is
known at the receiver. Thus, the detected QAM symbols ĉ
can be expressed as

ĉ =

(

ĉd
cp

)

, (15)

where ĉd represents the detected data QAM symbols. The data
QAM symbols are detected with an error probability Pe which
depends on the SNRr. The closed-form expression of Pe is
given in [19].

The conventional approach for the reference signal recon-
struction implies the use of the detected QAM symbols ĉ for
the generation of the noise-free reference signal. This approach
is efficient for negligible QAM symbol detection error, i.e.,
Pe ≈ 0. For low SNRr values, Pe is significant. Thus, the
reconstructed reference signal may present a mismatch with the
transmitted one due to the wrongly estimated QAM symbols.
To cope with this issue, we propose to optimally filter the
detected QAM symbols. The optimum filter for the detected
QAM symbols is obtained by minimizing the mean square
symbol estimation error (MSE) that we note J . For each QAM
symbol, we have

J = E
[

|hĉ− c|2
]

, (16)

where h represents the filter weight, c is the exact QAM
symbol and ĉ is the estimated one. The optimum filter weights
are calculated as follows [20]

h = E [ĉc∗] /E [ĉĉ∗] , (17)

pilot subcarriers are reconstructed with no error which yields
to ĉp = cp, it follows that the filter weights for the pilot
subcarriers are given by hp = 1. While for data subcarriers,
we have

ĉd = cd with a probability of (1− Pe), (18)

since E [ĉdc
∗
d] = 0 for ĉd 6= cd [13], we can write

E [ĉdc
∗
d] = (1 − Pe)E [ĉdĉ

∗
d] , (19)

hence, the filter weights for the data subcarriers are given by

hd = (1− Pe), (20)

thus, the optimally filtered QAM symbols can be expressed as

ĉopt =

(

(1− Pe)ĉd
cp

)

. (21)

We note ŝopt the optimally reconstructed reference signal,
it is obtained by

ŝopt = F−1ĉopt, (22)

which can be written as

ŝopt = p+ (1− Pe)d̂, (23)

where d̂ is the data subcarrier signal and p is the pilot
subcarrier signal.

IV. DETECTION STATISTICS

The surveillance signal shall be detected using the follow-
ing binary hypotheses

{

H0 : xs(n) = w(n),
H1 : xs(n) = αs(n− τ)ejωdn + w(n),

(24)

under the null hypothesis (H0), the surveillance signal is
formed by a complex Gaussian thermal noise w(n) of zero
mean and a variance of σ2

w , i.e., w(n) ∼ CN (0, σ2
w). In

addition to the noise w(n), the surveillance signal under the
alternative hypothesis (H1) contains a target echo time-delayed
by τ , frequency-shifted by fd with ωd = 2πfd and scaled by α.
The complex parameter α is assumed to be constant during the
integration time. The signal-to-noise ratio in the surveillance
signal is given by

SNRs = |α|2σ2
s/σ

2
w. (25)

To retrieve the detection statistic expression, we consider a
reconstructed reference signal with the following generalized
expression

ŝ = p+ ad̂, (26)

with a is a constant parameter. The detection test is performed
as follows

|T̄ |2 = |
N−1
∑

n=0

Tn|
2

H1

≷
H0

λ, (27)

with λ is the detection threshold, N is the integration time and
Tn for the range-Doppler cell (τ, fd) is defined by

Tn = xs(n)ŝ
∗(n− τ)e−jωdn, (28)

under H1, it yields

Tn = α
(

|p(n− τ)|2 + a d(n− τ)d̂∗(n− τ)
)

+ α
(

a d(n− τ)p∗(n− τ) + d̂∗(n− τ)p(n− τ)
)

+
(

a d̂(n− τ) + p(n− τ)
)∗

w(n)e−jωdn, (29)

the mean of Tn under the alternative H1 hypothesis can be
expressed as

E [Tn|H1] = αE
[

|p(n− τ)|2 + a d(n− τ)d̂∗(n− τ)
]

,

(30)
it follows that E [Tn|H1] will be of the form

E [Tn|H1] = α
(

σ2
p + a ǫ

)

, (31)

with

ǫ = E
[

d̂∗(n− τ)d(n − τ)
]

. (32)



The quantity ǫ depends on the SNRr value. According to (2),
we can write

ǫ = E

[

Kd
∑

k1=1

Kd
∑

k2=1

ck1
ĉ∗k2

ej2πfk1 (n−τ)e−j2πfk2 (n−τ)

]

, (33)

where Kd is the number of the data subcarriers in one DVB-T
symbol. Since the subcarriers are orthogonal we can write [13]

E
[

ck1
ĉ∗k2

ej2πfk1 (n−τ)e−j2πfk2 (n−τ)
]

k1 6=k2

= 0, (34)

hence, we get

ǫ = E

[

Kd
∑

k=1

ck ĉ
∗
k

]

, (35)

it follows that

ǫ = Kd(1− Pe)E [ckc
∗
k] . (36)

The variance of the data signal d(n) can be defined by

σ2
d = KdE [ckc

∗
k] , (37)

therefore, the quantity ǫ can be expressed as

ǫ = (1 − Pe)σ
2
d, (38)

finally, the mean of Tn under H1 is given by

E [Tn|H1] = α
(

σ2
p + a(1− Pe)σ

2
d

)

, (39)

similarly, we can find that the variance of Tn under H1 is
expressed as

var [Tn|H1] = |α|2
(

σ4
p + a2(1− Pe)

2σ4
d

)

+ |α|2
(

a2 + 2a(1− Pe) + 1
)

σ2
dσ

2
p

+
(

σ2
p + a2σ2

d

)

σ2
w, (40)

note that the mean and variance of Tn under the null hypothesis
are obtained by setting α = 0 in the equations (39) and (40),
respectively.

The detection statistic T̄ is calculated as follows

T̄ =

N−1
∑

n=0

Tn, (41)

Since the samples of Tn are statistically independent and due to
the CLT, we can assume that the statistic T̄ follows a complex
Gaussian distribution with parameters (µ0, σ

2
0) under H0 and

(µ1, σ
2
1) under H1. Those parameters are calculated as follows

µ0 = N E [Tn|H0] , (42)

µ1 = N E [Tn|H1] , (43)

σ2
0 = N var [Tn|H0] , (44)

σ2
1 = N var [Tn|H1] , (45)

the false alarm probability PFA and the detection probability
PD can be calculated based on the retrieved parameters µ0,
µ1, σ2

0 and σ2
1 [14].

To obtain the detection statistic parameters for the scenario
where the conventional reconstruction is employed, we set
a = 1. In the same way, we can get those parameters for
the case of using a locally generated pilot-only signal as a
reference signal by setting a = 0. Similarly, for the optimum
reconstructed signal, we set a = (1 − Pe). For the noisy
reference signal, the detection statistic parameters are defined
in [14].

V. NUMERICAL RESULTS

To validate the retrieved expressions and the proposed ap-
proach, we carried out Monte-Carlo simulations for a number
of trials Ntrials = 106. The false-alarm probability was fixed at
PFA = 10−4 with an integration time of N = 105 and a signal-
to-noise ratio in the surveillance signal of SNRs = −32 dB.

Figure 3 shows the MC and theoretical results for four de-
tection schemes represented by four reference signal variants: a
noisy reference signal (without reconstruction), a non-filtered
reconstructed reference signal, a reference signal formed by
pilot signal, and an optimum reference signal (reconstructed
and filtered). We notice that the MC simulation results fit per-
fectly with the theoretical ones which validates the theoretical
analysis and the retrieved expressions.

As expected, the reference signal reconstruction improves
the detection probability. This improvement is due to the SNRr

enhancement in the reconstructed reference signal. For low
SNRr values, the efficiency of the conventional reconstruction
is limited since the QAM detection error is considerable.

For the detection scheme that employs the pilot signal
only, the detection probability is constant as a function of
the SNRr values since the reference signal is locally gener-
ated. For SNRr < −10 dB, employing a pilot-only reference
signal outperforms the use of the conventionally reconstructed
reference signal. In fact, for that range of SNRr values, the
reconstruction noise (due to the QAM estimation error) is
higher than the loss due to using only the pilot signal for
detection.

The detection scheme that employs the optimally filtered
signal surpasses the other methods. For SNRr > −20 dB, the
designed optimum filter controls the contribution of the data
subcarriers in the reference signal according to the QAM
detection probability Pe. Note that the parameter (1 − Pe)
that regulates the filter behavior is directly proportional to
the SNRr which explains the results for the considered SNRr
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MC: Monte-Carlo results and TH: theoritical results.
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for an integration time of 105, SNRr = −10 dB,

SNRs = −35 dB and PFA = 10−4.

value range. For SNRr < −20 dB, the QAM detection error
probability tends to 1, consequently, the optimum filter disables
the use of data subcarrier signal and the resulting reference
signal is exclusively formed by the pilot signal.

Figure 4 presents the detection probability as a function
of the filter weight (the constant a of the equation (26))
with an integration time of N = 105, SNRr = −10 dB,
SNRs = −35 dB, and PFA = 10−4. In this case, the calculated
optimum value of a is aopt = 1 − Pe = 0.21 which is the
value that maximizes the detection probability in figure 4.
Thus, the proposed method for reference signal reconstruc-
tion maximizes the detection probability compared to other
reconstruction schemes.

VI. CONCLUSION

In this paper, we provided an analytic assessment of the
reference signal reconstruction for DVB-T based PCL radars
and we proposed an optimum reconstruction scheme specific
for radar applications. In addition, the use of pilot signal for
detection has been investigated and validated. The proposed
approach of filtering the detected QAM symbols outperforms
the conventional reconstruction method, and extends the ap-
plicability of the reference signal reconstruction technique
for low SNR values. In our future work, we will apply the
proposed detection scheme on real measurements and we will
consider the case where the interference in the surveillance
signal is significant. Also, we will analyze the impact of
the QAM symbols decoding to the bit-level on the detection
performance.
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