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ABSTRACT

This paper presents the results of simulating positiomegion
from a camera-based system integrated in a hand-held miee-de
tor. The system reports positions of the sensor head reltiia
bar placed on the ground by the deminer to indicate the gafe li
Monitoring the position during sensor scanning enablegamna-
construction of the captured signals. Image representatiows
object shape analysis and easy target localization. Thelaiion
has considered several configurations including one or &m-c
eras, one or no accelerometer and a 1 or 2-dimensional nefere
lattice on the bar. The required accuracy of the positiosiysiem
in our application is +/- 0.5 cm in each direction.

1. INTRODUCTION

Humanitarian mine clearance has recently received muehtaih

in order to decrease the nuisance of infected regions [3}teBe
clearance can be achieved by enhancing the classical metal d
tector with additional sensors to address the issues af fdfrm
reduction and plastic mine detection [2].

The European project HOPE (Hand-held OPErational demining
system, [5]) aims at developing and building an efficientthhald
demining tool based on a metal detector (MD), a ground patietr
ing radar (GPR, indicating metallic and dielectric obj¢ead a
microwave radiometer (MWR, indicating flushed objects)glhtir
detection rates and lower false alarms are expected frorotine
bination of these sensors.

Imaging capabilities will be added to the system (3D for tHRRG
2D for the MD and the MWR) to increase false alarm discrimi-
nation by shape analysis [6] of detected objects. The adyerf
image analysis has already been shown [7, 9]. Because werare ¢
cerned with a hand-held (as opposed to robotic [4]) detetiter
sensor head position monotoring is not trivial. The prof¢G&tPE
aims at estimating the position with an accuracy of +/- 0.5iem
each direction.

2. DEMINING PROCEDURE

To make understand better the different possibilities wesiered

in the simulations, we present in this section a typical veagiéar

a minefield.

The field is divided into 1-meter wide lanes. These are ctbare
parallel by the following procedure. First, a marker barQd2x2
cm) is laid on the ground to clearly show the limit of the 'Safe
Area’ (see Fig. 1). The deminer will never step over this bar.
Secondly, the 'Search Area’ (typically, 1 x 0.5 m) is cleafienin
disturbing objects or vegetation laying on the surface. Jéerch
area, delimited by a second bar, is scanned with the met et
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Figure 1: Use of marker bars in a typical demining procedure

and suspected spots are marked. These are later precisalizéal

and suspected objects are carefully extracted. Finallgmthe
search area has become a safe area, the bar is moved jugt befor
the 'Unsafe Area’ and a new search is started.

We are aware that other (often similar) operational procesiare
used by other demining teams. However, the one presentedsher
realistic and allows us to take profit from the existence ofkaa

bars as localization reference and from the fact that lidnéteeas

(1 m by 0.5 m) are considered for each search area. These con-
ditions, to be met with little effort by demining teams, made
think about using cameras to track the sensor head motiongdur
scanning.

3. POSITION MONITORING SYSTEM

The first solution envisaged in HOPE concerns a gyroscose po
tioning system [8]. Considering cost, bulkiness and wedtie-
ria, the project also investigated an optical solution base one
or two cameras fixed on the detector stick (the hand-held oere
tector).

The marker bars advantageously provide positioning retas
First, their visibility is maximized from their location @$e to the
search area. Secondly, they can easily contain a barcodie wit
highly visible transitions providing for easily detectedimts. Fi-
nally, the barcode allows for point labelling, in each imagge-
pendently, which simplifies the matching of points in a nplé#
image approach.

Unfortunately, a rotation around the marker bar is hardjytwaed
by a system relying on only one 1-Dimensional bar. To soli® th
problem, several solutions were considered.

First, an accelerometer can be used to sense inclinatiom tihe
vertical direction (Fig. 2). The complication comes frone the-
cessity to compensate for the acceleration due to the maweme
(and not due to gravity). For the sake of precision, a secantc
era may be added.

Secondly, the two marker bars delimiting the search aregbean
tracked. To maximize the visibility of the bars, it is prefble to
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Figure 2: Systems with an accelerometer
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Figure 3: System tracking two marker bars

image each bar by its own camera (Fig. 3).

Thirdly, a 2-Dimensional lattice suffices to offer a refererfor
3-D localization (see Fig. 4). The main disadvantage ofgbis-
tion is to require a rather cumbersome marker bar. This @gpro
was evaluated by another team (BATS, Belgium) and with @diff
ent scheme. It appeared that the error levels are highdsaplp
because of the limited extension of the lattice in one of the t
dimensions.

To estimate the precision a positioning system can achiave,
has to describe a realistic movement (section 4), evalhat@a-
rameters linked to the camera (section 5) and acceleroraater
estimate the different non negligible levels of error (gBc).

4. MOVEMENT SIMULATION

For the simulation, a realistic scanning movement of theendie-
tector has been defined. It consists of the superpositionatéeal
sweep and a forward progression (see Fig. 5).

From this movement and its dynamic, the position and andleeof

1 2D marker, monovision

Figure 4: System with a 2-D marker
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Figure 5: Simulated movement of the camera

5. CAMERA MODELIZATION

The values of the camera parameters are:
e CCDsize: 1/4 inch
e Resolution: 768 x 576 pixels

e Pixel size in both directions:; 8.3mm.

Due to the rather short distance of work (the cameras hartgpat a

60 to 100 cm above the ground level) and the rather large scan-
ning zone (typically 100 cm x 50 cm), a short focal length (4mm
was necessary for the cameras. The induced non-lineadtdian
tortion [1] are compensated by offset values (look-up taiid
interpolation) obtained during a calibration phase meaaguthe
deformation encountered by a reference grid.

Fig. 6 top left shows an image of a grid used as reference. The
nodes of the grid are localized as the intersections of botét

and vertical lines obtained by following dark segments (Bitpp
right). The bottom images of the same figure show a capture of
a grid at another distance and the compensation of the tstor
thanks to the reference image (top left).

6. POSITION ESTIMATION

camera and its acceleration are known at the different mtanen The position of the sensor head of the mine detector in the- coo

This is necessary to extract the component due to the griaeity

dinate system linked to the marker baty¢) is derived from the

the accelerometer, which enables the measurement of tHe ang position relative to the the camera axis systany( z.) by the re-

with the vertical.

lation
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the centres of the 2 1D markers will define a perpendiculacdir
tion (by vector product) which is the second direction of sixés
system. The third axis is obtained by vector product to fonm=
thogonal axis system. The naming convention of the cooteéna
is that Y is oriented along the bar, X in the direction of pexgion
and Z more or less vertically (strictly vertical if an acaelmeter
is used).

7. ERRORSCONSIDERED IN THE SIMULATIONS

7.1. Cameraparameters

1B 3 The localization of the principal point (intersection oé&tbptical

' axis with the image plane) is assumed to have an error of 1 pixe
‘ - in both image directions. The ratig’s, and f., are supposed to

L g - ‘ be estimated with an error af%. The distortion induced by the
small focal length is supposed to be corrected up to a maxiofum
2 pixels of error in both image directions.

Figure 6: Distortion compensation: a) Reference image wriith
b) Close-up of image a with localized grid nodes. ¢) Anotier i
age of the grid. d) Compensation of image c¢ according to the de
formation measured in image a. The marker bar will consist of dark rectangles on a white back
ground [10] and will provide for 100 reference corners siédaon
a line. For the simulation, their localization error was reibed by
a random uniform distribution in the interval [-1..1] pizelAlso,
the number of reference points were limited to the ones iffi¢the
of view of the camera.

7.2. Localization of marker points

Te x
ZC =Rx Z +T @ 7.3. Accelerometer

To model the measurement error of the accelerometer, we con-
whereR andT, respectively the rotation matrix and the translation sidered a Gaussian distribution with standard deviatio tbfou-
vector, are supposed to be constant (the camera and the beaslo  sandths of G. This value corresponds to the error level faralb

keep the same relative position). width of sollicitations slightly larger thahOH z.
Considering the pinhole model for the camera, image positio
(z:, y:) are related to camera axis coordinates by 8. SIMULATION RESULTS

_ fon - 2 The different solutions were simulated to have an estimbtheo
< :c.l ) _ ( cx i ) ) error levels and check the influence of specific causes.
Yi fey - zc Fig. 7 represents the position errors in each directionctbe

- . . . n path result of the different error levels introdu -
wheref.., fe, are the focal length divided by the pixel dimension, scan path as a reslt of the different error levels introduosec

‘ : e tion 7.
repectively in the x anq y directions. . This figure, similar for the different systems based on a 1 &bker
For each reference point of the marker bar (along the Y axis:

bar, suggests that the position errors have an importasitwisich

z 0 . can be eliminated by an appropriate calibration. It alsamshibat
y | =| a |) equations (1) and (2)lead, the error along Z is by far the most important, which is paitticly
z 0 true for the configurations involving an accelerometer Wtintro-
o 61 b4 duces an important incertitude in the Z direction. This oteston
with R = (Mf‘lylz), ly=| 62 |andT' =| 65 |, to: is corroborated by the fact that the Z error is more imporzarhe
03 b6 end of the scan, when the distance to the marker bar is larger.
We also noticed in the simulations some positions of the scan
{ Zi - (- 03+ 606) = fer - (- 01+ 04) @®) where the errors are higher. These correspond to the exiesmi
Yi-(a-03+06) = fey - (- 02+ 05) of the sweep, where fewer marker points are visible from #me-c

era. However, with a better positioning of the camera anchaitle
The rather high number of reference points leads to an ot@rde  of one marker per centimeter, the number of visible poinésrese
mined system in the variablés. Because the solution is indepen-  sufficient to obtain the desired accuracy.
dent of a multiplicative factor, we divide all tieby %ﬁ knowing The level of errors in the three directions is summarizedabld 1
that6s is not0 (the camera would then have its focal plane on the for standard deviation errors and Table 2 for peak to peak®rr
marker bar). We obtaié = X (61, 05, 653, 6}, 05, 1), with A chosen The error level in each direction meets the requirement of-a +

so that the constrai + 63 + 63 = 1 holds. 0.5 cm of accuracy, except for the third option which couldbar-
Once thef; are identified,ly is known. A second direction such  bly lead to better results since the second camera was retctgr
as the vertical (from the accelerometer) or the directiokitig oriented and sometimes saw few markers.

S00-3



Proc. 2™¢ IEEE Benelux Signal Processing Symposium (SPS-2000prkliseek, The Netherlands, March 23-24, 2000

1 Configuration X(cm) | Y(cm) | Z(cm)
1)Mono, 1 marker| 0.4 0.15 0.9
08l , 2)Stereo, 1 markerf 0.4 0.15 0.8
3)Mono, 2 markers| 0.4 0.20 1.1
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Table 2: Peak to peak errors
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pared with the first solution.

The use of the two marker bars could lead to the best accutracy i
the second camera was better placed to see more markersofhis
lution is a good alternative to the first solution if the aetemeter
brings problems.

Finally the method based on a 2-D marker has been evaluated by
another research team and with a different approach. ltaappe
however that the error levels are higher.
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