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Abstract

This paper describes the activities of the RMA/SIC department in the field of Automatic Face
Recognition, involving a frontal, a profile and a surface approach. After outlining the difficulties
encountered while looking for robust lighting- and pose-invariant features in the frontal face analysis,
a prototype for automatic profile identification is presented. This prototype benefits from the simplicity
and quickness of contour analysis and allows to demonstrate real-time identification. This geometrical
approach is further investigated by considering the capture and comparison of 3D facial surfaces. A
cheap and fast 3D acquisition system has been developed and a recognition approach has been
designed based on the extraction of planar profiles. From the presentation of the three approaches we
conclude that a face recognition system should integrate 3D capabilities in order to benefit from the
complementarity of the geometrical and gray-level information. Furthermore, the 3D analysis brings
robust features and can help normalise a gray-level approach that would otherwise largely depend on
illumination and point of view.

1. Introduction

Automatic face recognition has gained a large @sefChellappa95,Samal92] this last decade for
several reasons.

First, the ever increasing mobility of people rdisee issue of improving security. Typical applicas
concern the access to buildings, networks or sdalméa.

Secondly, the computational power offered by nowadeomputer makes possible to implement
methods which were poorly tractable before.

Thirdly, although several biometrics solutions h&ween developed and commercialized, the face
recognition advantage lies in the user acceptahitgortunately, its practical implementation is
constrained by a wide variety of “real life” inflnees (pose, lighting, facial expression) so that th
obtained performances are insufficient for mostliappons. Nowadays solutions are based on several
modalities (image, speech, password or card) te eath the current face recognition limitation.

2. Framework

We address the problem of face recognition in tbetext of access control. This leads to three
simplifications.

The first one concerns the relatively high levetohtrol during system installation. The cameraloan
positioned close enough to offer a good resolutddrthe acquired face, possibly with a simple
background. Lighting conditions can be adaptecctoeve good quality images.

The second simplification comes from the user coatpmn. The user knows that he is checked and
accepts the rules to be able to enter the buildimg obtain the service. For example, he will @td®
correct attitude and pose and he will take care dhisturbing artefacts like hat and scarf do not
interfere.

Finally, the reference database used to check eddphtity is under control. This means that facial
updates like beard, glasses or hair color can hdléd easily thanks to the user cooperation.

3. Scenario

The typical scenario for a face recognition systemsists of two steps.

The first one is the creation of a database ofegfge images or characteristics. This is done dutia
enrollment of each person to be recognized andtwélsupervision of a human operator.

The second step concerns the use of the systenma#ge of the person is taken and is compared with
entries of the database, either in the form of esagr subimages or thanks to the extraction of



characteristics like the nose length, the distdretereen the eyes or the hair color. Based on theede
of resemblance, the person can be accepted, mjectesked to supply further information in case of
doubt.

Two different comparison approaches exist. In tinst fcase, called verification, the person first
declines his identity so that he can be compardt his own reference data in the database. The
comparison issues a similarity measure which ispared with a threshold to decide for acceptance or
rejection. In the second case, called identificatithe comparison is made with the whole database i
order to find the best match which is supposecdetoetated to the searched person if this matcbasig
enough. Identification requires more comparisonr&fespecially for large database.

4. System Evaluation

Recognition systems can be evaluated accordingueral criteria [Jain99]. Let us mention the fagili

to extract information, the permanence of the exdeh features, the user acceptability against the
system and the recognition performances. The chafieesolution depends on the application and has
to take into account the irritability of a persomowgly rejected and the penalty of accepting an
imposter.

Scientific organizations often focus on the rectigniperformance. We decided to guide the research
to achieve the best recognition performance, bapkey into account the time response, the hardware
needs and the code simplicity.

The recognition performance is evaluated in terialse acceptance (FA: the person is accepted
although he should be rejected) and false reje¢idh the person is not accepted, although he dhoul
be). Related to the number of tests and expressadparcentage, we talk about False Acceptance Rate
(FAR) and False Rejection Rate (FRR). Figure 1 aspi typical ‘ROC’ curve, showing the
operational points (FAR/FRR couples) for differematues of the acceptance/rejection threshold. The
curve expresses the natural compromise betweerwaFlR and a low FRR. Depending on the
application and thanks to the threshold, one cao®h to favour lower FAR, to reduce the risk of
imposter accesses, or lower FRR, such as in fareagplications where we want to maximize the
chance to identify a criminal. The Equal Error REHER) is often given as an overall performance
number. It corresponds to the operational pointifbich FAR equals FRR.
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Figure 1: Typical ROC Curve showing the compronisd/FRR.
5. Historic

The activities of the Signal and Image Centre mefaecognition started in 1990 rather naturallyhwit
the study of frontal images. Although offering & &uccess for a few persons, the frontal faceyaisl
appeared to be much too dependent on head pobktngdigconditions and face changes (hairstyle or
expression). Also, most of partial solutions tosth@roblems implied high computational needs.

We thus started in 1992 a profile based study deoto develop a fast identification system, redyam

the external contour of the profile, and little dagent on pose and illumination. The success ef thi



geometrical analysis of the face made us consid&B94 the facial surface as a 3D object, in otder
get more geometrical information, independent frmee and illumination.

From 1995 till 1998, we participated to a Europparject of the ACTS programme (M2VT $tulti-
Modal Verification for Teleservices and Security Applications [Richard99]) which aimed at developing

a multi-modal (speech and image) person verificatigstem for teleservices and security applications
In this project, we realized a prototype for reald profile identification [Beumier97] and we worke
on the facial surface acquisition and analysis.algée studied the combination (fusion) of the difar
modalities.

Today, the activities in fusion are pursued witktady of the best combination of speaker and face
recognition experts ([Verlinde00]).

6. Automatic Frontal Face Recognition

6.1 Motivations

Tackling the problem of face recognition from fraininages seems quite logical, as the frontal view
the normal presentation and offers many facialufest Cooperation from the user is natural. Two
kinds of information can be exploited. On the omady each facial feature (eye, mouth, nose, hair,
chin, ...) can be analyzed independently to look fiscr@pancies between test and reference images
using criteria like length, area, shape or colon fBe other hand, the spatial configuration of the
different facial features leads to other persohakacteristics.

6.2 Approaches
There are basically two different approaches topama objects and in particular faces.

The first one, called global or ‘holistic’ consigdethe face image as a whole without trying to esely
its content. The utilized techniques encompassl giaelation, artificial neural network with imagie
as input pattern (see [Kohonen89,Stonham86]), ageantransform such as the principal component
analysis [Turk90], to name a few. The same techesgare advantageously applied to facial parts,
usually rectangular areas around the nose, theaaykthe mouth ([Brunelli93,Beymer94]).

The second approach, called ‘featural’, looks faridl characteristics such as distance, area, grape
color measures. It typically analyses parts offte® such as the eyes, the nose, the mouth, the chi
and the hair. The comparison of the face is thamstated into the comparison of the feature vesnholr
classical classification techniques can be usedetify similarity (by techniques such as nearest
neighbor, neural network or least mean squares).

The global approach has the advantage to processviiole image without a priori analysing its
content. However, image computation is often heswy important facial details relating to small area
collapse in front of large but non informative m@gs. The featural approach benefits from a more
controlled strategy of analysis, although requirimgre work from the developer and leading to
application dependent solutions. Feature extraaiso allows for information compression as a few
features are expected to code most of the fadiairimation. To be complete, let us mention the model
based approach [Mundy91, Yuille89, Wiskott96] whishares the advantages of the global and
featural techniques. Global characteristics arsgarein the generic model. This model is adapteal to
given image thanks to extracted features.

6.3 Difficulties

Several major difficulties complicate the frontplpaoach. First, the image quality largely suffeni

the lighting conditions and the distance betweensthbject and the camera. Secondly, the 2-D image
projection on the camera sensor of the 3-dimenkiaica depends on the relative orientation between
the camera and the head (‘point of view’). Thirdlye person does not always adopt a neutral adtitud
(no emotion, with eyes opened and mouth closedpllyi glasses, a hat and a scarf are likely te hid
partial information and are not always easily haddIThe last three difficulties can however be
reduced thanks to the cooperation of the user.

6.4 Results
In our first experiments with Artificial Neural Ngork in 1990, a Kohonen map [Kohonen89,
Perneel90] was tested with face images as inpuempat Although the recognition ability of the



network was shown, this global approach reveakedntitations in dealing with illumination, rotatip
scale and translation changes.

We then considered a featural approach about thiégcwation of facial components, where reference
points were obtained from the vertical gray-levedfile, horizontally centered around the noseaagi
(see Figure 1). Although successful even with l@sofution images, this implementation suffered
from the limited number of available features.

Figure1: Vertical gray-level profile and vertical and horizontal refer ences.

6.5 Conclusions

The problem of automatic frontal face matchingas @asy to address, due to extrinsic (light, point
view) and intrinsic (emotion, changes, accessoriges)ditions. While basic features can be easily
obtained (distances between facial parts, hairrcbleard presence), their combination is not trisi
many features may be improperly measured or maysignificantly.

7. Automatic Profile Identification

7.1 Motivations

If a frontal image of a face can undergo largeatarns, a profile, on the contrary, remains ragiable

in normal situations. The term profile used hereunglates to the external contour of the head from
side view and is composed of the forehead, the,ribedips, the chin and the neck, most of whiah ar
rather rigid parts.

From the user point of view, the cooperation isyedée user looks in a given direction, perpendicul
to the camera, and preferably with his mouth closed

Practically, the profile capture doesn’t requitarifination conditions which are difficult to satisénd
processing relates to a 1-Dimensional curve allgvian quick computation.
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“Figure2: a) Profile image
b) contour extraction, nose and eye localizatieafudre extraction

7.2 Approach

The first step of profile recognition consists itracting the external contour of the head profile.
simplify processing, we implemented a method based white background.

The second step is the extraction of charactesislibe contour is analyzed in terms of curvatur@ an
protrusion to localize the nose which is used 4 feference point. The second reference poititas



eye, obtained as the first concavity above the .nbsese two reference points define a scale uwitaan
rotation reference. From the nose reference pamd,at regular interval based on the references scal
angle and curvature values are measured alongrdffilep Angles are given relatively to the directio
nose-eye. The curvature values are derived froaetheighbor points along the profile.

The third step is the profile comparison with refege profiles to identify the most similar persdre
based our distance measure on the difference deayd the difference of curvature values of
corresponding points along the profiles. Using thery precise nose localization no translation
adaptation has to be made.

The three steps have been designed and implemeémted very fast. On a Pentium 200 MHz, the
acquisition, feature extraction and comparison veitdatabase of more than 270 contour references
take less than 250 msec. In continuous identificatine system delivers 4 identifications each sdco
For a natural pose of a few seconds, this allowanalyze more than ten system answers to reduce
false rejections and false acceptances.

7.3 Results

A profile identification prototype has been deveddpwith a PC, a camera, an acquisition board and a
white wall as background. A database of 41 peoijitle Svto 10 shots per person has been acquired in a
span ranging from a few days to a few months, ddipgnon the availability of people. Considering
half the entries as references and the other balfekt, we reached a recognition rate of abou¥80
(Equal Error Rate = 10 %). The same recognitioe reas achieved with another database of 120
people containing one session used as referencemmds test, these sessions being acquired two
months apart from each other.
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Figure 3: Graphical user interface for the profijstem

As a second test, the available persons were askegbt the system in real time, considering al th
entries of the database as references. For thésvaséconds of presentation were necessary to obtain
between 10 and 20 person identifications. If halfnore of the identifications concerned the same
person, this person was assumed to be identifiagfenwrongly). This temporal fusion reduced by far
the false acceptance level (false acceptance odesssoften than right acceptance) and also false
rejections because up to half of the identificadi@man be missed. After testing more than half ef th
persons present in the database and a few imposterSER achieved less than 4.0 %.

7.4 Conclusions

The developed profile prototype offers an easy @uidk solution to the problem of automatic person
identification. The user constraints are rathet: dobking in a general direction and taking glassat,

if any. The response latency amounts to a few skcohhe white background can be replaced by a
static background if profile extraction is basedmage difference.

One important conclusion to be drawn from the peadinalysis is that geometric information is well
suited to automatic face recognition. It weakly elegls on illumination and is rather stable for aegiv
individual although major differences exist betweeople.



8. Automatic 3D Head Verification

8.1 Motivations

The success of the profile approach motivated @lfaarface analysis. This brings more information
than the sole profile. The 3-D description allows franslation, rotation and scale normalizatios. A
the volume information is looked for, the depenaeon illumination can be kept small.

3-D acquisition has been traditionally reservedet@ensive solutions with rather slow scanning
devices. There has recently been an increase elamwents of low cost 3D acquisition systems based
on structured light illumination [Jarvis93, Proess@7, Turing], and capturing the 3D scene in one or
a few images. At video speeds, this results inlgsatutions for which the subject is no more asked
stay still for a while.

Although 3D facial analysis is active in the fiellf image coding and synthesis [Saulnier94,
Aizawa95], reported 3D facial recognition experiseare still rare [Lapreste88, Lee90, Gordon91,
Achermann97].

8.2 Approach
The method is described in terms of its two compts1e8D acquisition and 3D comparison.

The 3D acquisition (see [Beumier99a]) of the facalface is made by triangulation, thanks to a
camera and a projector sending a specific pattetigltt. The structured light consists in our cade
parallel lines (‘stripes’) of two different thickaeses, arranged as a barcode in order to allowhfor t
identification of each stripe when the thickness éw neighbors are known.

Figure 5: Structured light system

The system is cheap, involving a normal camerasandrmal projector. The slide is made of glass to
avoid thermal effects with the lamp heat. To woikhvenses with small optical distortion, but tayst

at reasonable distances, we chose a distance df wiorl.5 m. The corresponding volume of
acquisition is 40x30 cm with a depth of focus obah40 cm. It fulfils the needs of head capturedor
sitting and cooperative person.

Figure 4: Images with and without stripes

The system is fast. A single image with projecteghes contains full 3-D information. At the speefd
video cameras, no normal human motion impairsritegrity of the volume captured.



The striped image (see Figure 4) is first procedeatktect vertical lines corresponding to thepssi
Line detection problems in dark areas appearingratdhe eyes, the eyebrows, the mouth and the
nostrils have been reduced by turning the systethatahe face is diagonally striped.

Each stripe is then classified as thick or thingllagn the relative amount of dark and bright geels
present in the horizontal gray-level profile arouhd stripe. Based on a few neighbor thicknesses) e
stripe is labeled by its number. The position ia itthage of points along each stripe and the slaipel
allows to derive the xyz coordinates of these poifhe intrinsic (CCD, acquisition board, lense®) a
extrinsic parameters (camera/projector relativeitipod of this transformation are obtained during a
calibration phase based on the capture of the toofea reference planar square (Figure 6).
Perspective reconstructions are shown in FigurEh@.time spent to get the 3D coordinates from the
image is about half a second on a Pentium 200 MHz.

Figure 7: 3-D recorcitom

The 3D comparison method adopted in our projecsidens planar cuts in the volume by parallel
planes separated by 1 cm. Each planar cut dela/@f3 profile which is compared to its homologue of
another facial volume (see Figure 8). This profitmparison outputs a distance equal to the area
contained between the two profiles. The 3D comparigrocess minimizes the total distance of the
plane cuts for the possible 3 translations and&ioms, no scale factor being considered as thegy
measures the true scale. This 6-dimensional miwitioiz was successfully carried out by a ‘iterative
conditional mode’ procedure where each parameteregairsively optimized on its own. Good
approximation of initial values helped avoiding dbcminima and speeded up the process. A
comparison between two facial surfaces on a Pertid@rtakes typically 1.0 second.

In order to further speed up processing, we alswsidered the comparison of the vertical profile
passing through the nose augmented with the averatie two lateral vertical profiles at 3 cm from
the nose (Figure 9). This choice was motivatedheyfact that those vertical profiles can be exé@ct
automatically from each volume independently, tlsatk the horizontal symmetry of the head. The
verification of a test surface requires the extoacof the 2D vertical profiles of that test suda@bout
0.5 second) and their matching with the verticalfifes of the reference surfaces, extracted offline
This matching only involves 3 parameters and llgsts than 0.1 second on a Pentium 200.
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Figure 8: 3D comparison by parallel planar cuts. Figure 9: Central and Lateral dasfi

Finally, because the 3-D analysis allows to solve of the main problems of frontal face analydis, t
point of view, we considered the gray-level analysirmalized by the 3D information. First, the poin
of view can be obtained from the 3D information.c&mly, illumination influences can be
compensated thanks to a model of the light projeatel the captured facial volume. The ultimate goal
is to combine gray and volume information whichKdo complement each other very well. On the
one hand, gray-level features are localized in nimuth, eyes, hair and nose, precisely where a



structured light system encounters acquisition fgrok. On the other hand, the forehead, cheeks and
chin are poor in gray information although theywaedl captured by a 3-D system.

8.3 Results

A database has been acquired [Beumier99b] to tes3d acquisition system and the face verification
performances of the proposed methods. It consfst2® people chosen for their probable availability
in our premises. Three sessions have been orgainiza 1997, early 1998 and mid 1999.

The automatic 3D acquisition program worked propeéspecially regarding that no tuning was
performed during the database collection. Commayblpms concerned the beard, moustache and
spectacles while minor problems were found in tyebeows, the nose and mouth.

The two methods presented in 8.2 offered similaults. [Beumier98, BeumierOOb] give a precise
description of the results. With fully automatiopessing (acquisition and comparison, rejectingva f
very bad acquisitions) the EER is about 10%. Whanunlly refining the acquisition and the matching
procedures, the EER falls at about 4%. CombiningaBD gray-level features on the same database led
to a recognition rate higher than 95 %, as desdrib¢BeumierO0a).

Results could still be improved thanks to a bedteuisition system, a better representativity afpbe,

and a better matching procedure.

8.4 Conclusions

The whole chain of 3D processing, from acquisitionmatching, offers a good performance relatively
to the numerous disturbing factors mentioned abdwve EER of 10 % has been obtained by two
different comparison techniques, including normedjuasition errors, a lack of representativity and
possible matching troubles. Manual intervention veba that the discrimative power of the 3D
approach is higher, having reached 4% of EER wiegnisition and matching were supervised.

A special care has been taken to keep the procetisie below three seconds, from acquisition to
decision. The integration is quick enough to vethg identity of one person in a few seconds on a
Pentium 200.

At least four ways of improvement can be considered

The first one concerns a better acquisition systeivjng facial inconsistencies (thanks to a model)
cleaning regions which revealed to be too noisyco8dly, the matching procedure could be
accelerated and avoid local minima, possibly ugiray-level features. A third improvement would
take benefit of the acquisition speed to consideetter representation of people (more refereraed)

to base the decision on a few captured surfacesll¥;i a gray-level analysis would complement the
3D processing. Gray-level clues can help the adepnsto deal with critical zones such as the beard
eyebrows or eyes. They can help in leading the mivagcprocedure. They provide for complementary
information, as shown in experiments [beumierO@djnly in the eye, hair, nose and mouth, precisely
where 3D capture is difficult.

9. Conclusions

The activities of the SIC in face recognition weresented. They were all conducted to meet practica
constraints such as the time response, user cdigreaad hardware cost.

Frontal face analysis appeared to be the mostdiffto get good performances, considering theelarg
influence of pose and lighting conditions.

The profile view offered a simple and quick autoimaolution, based on the external contour
consisting of rather rigid parts. The developmdma prototype showed adequate system behaviour in
realistic conditions, taking advantage of the oNeszeed to perform time fusion.

The 3D approach contained two challenges. The dingt showed that 3D capture can fulfil system
requirements about speed, cost and precision. &twnd challenge proved that facial surface analysis
contains discriminative information, adequate fergon verification.

An important and interesting future work lies i tlurther exploitation of gray information withihe
3D approach. A system combining gray and volumerinétion at all level of processing (capture,
comparison and classification) appears to be apeeikample of fusion.



In order to increase the robustness of person ifaeion, the activities of the SIC in expert fasi
will be continued. They will lead to the developrhefia prototype implementing the fusion between
speaker and face modalities.
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